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Abstract
Many traditional information retrieval (IR) tasks, such as text search,

text clustering or text categorization, have natural language documents as
their first-class objects, in the sense that the algorithms that are meant to
solve these tasks require explicit internal representations of the documents
they need to deal with. In IR documents are usually given as extensional
vectorial representation, in which the dimensions (features) of the vector
representing a document are the terms occurring in the document. The
approach to term representation that the IR community has almost uni-
versally adopted is known as the bag-of-words approach: a document dj is
represented as a vector of term weights

−→
dj = 〈ω1j , ..., ωrj〉, where r is the

cardinality of the dictionary and 0 ≤ ωkj ≤ 1 represents the contribution
of term tk to the specification of the semantics of dj . This article analyses
and compares many different bag-of-words approaches.

1 Introduction

In the vector space model, we represent documents as vectors. The success
or failure of the vector space method is based on term weighting. There has
been much research on term weighting techniques but little consensus on which
method is best [17]. Term weighting is an important aspect of modern text
retrieval systems [2]. Terms are words, phrases, or any other indexing units
used to identify the contents of a text. Since different terms have different im-
portance in a text, an important indicator - the term weight - is associated with
every term[11]. The retrieval performance of the information retrieval systems
is largely dependent on similarity measures. Furthermore, a term weighting
scheme plays an important role for the similarity measure. There are three
components in a weighting scheme:

aij = gi ∗ tij ∗ dj
Where gi is the global weight of the ith term, tij is the local weight of the ith

term in the jth document, dj is the normalization factor for the jth document.
Usually the three main components that affect the importance of a term in a
text are the term frequency factor (tf), the inverse document frequency factor
(idf), and document lenght normalization[12].
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2 Local Term-Weighting

These formulas depend only on the frequencies within the document and they
not depend on inter-document frequencies.

Formula for tij Description
χ(fij) Binary
fij Term frequency

K ∗ χ(fij) + (1−K) ∗ fij
maxk (fkj)

Augmented Normalized Trem Frequency
log(fij + 1) Logarithm

χ(fij) ∗ (log(fij) + 1) Alternate Logarithm

Table 1: Local Term Weight Formulas

2.1 Binary

Binary formula gives every word that appears in a document equal relevance.
This can be useful when the number of times a word appears is not considered
important.

χ(t) =
{

1 if t > 0
0 if t = 0

Terms are either present or absent, so the use of binary weights is often too
limiting [6], because it doesn’t provide consideration for partial matches.

2.2 Term frequency

This formula counts how many times the term occurs in a document. The more
times a term t occurs in document d the more likely it is that t is relevant to
the document. Used alone, favors common words and long documents. This
formula gives more credit to words that appears more frequently, but often too
much credit[17]. For instance, a word that appears ten times in a document
is not usually ten times more important than a word that only appears one.
Binary and term frequency weights are typically used for query weighting, where
terms appear only once or twice. For document weighting, these weights are
generally not best because binary does not differentiate between terms that
appear frequently and terms that appear only once and because term frequency
gives too much weight to terms that appear frequently. The logarithm formulas
offer a middle ground.

2.3 Augmented normalized term frequency

This formula try to give credit to any word that appears and then give some
additional credit to words that appear frequently. The formula gives a value
of K = 0.5 for appearing in the document plus a bonus (no more than 0.5)
that depends on the frequency. This formula was proposed by Croft [4] and
parameterized by a value equal to K. Croft suggested that K must be set to
something low (0.3) for large documents and to higher values (0.5) for shorter
documents [11]. With this formula, the output value varies only between 0,5
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and 1 for terms that appear in the document. By restricting the tf factors
to a maximum value of 1.0, this tecnique only compensates the problem of the
presence of higher term frequencies for normalization. So this tecnique turns out
to be a ”weak” form of normalization and favors the retrieval of long documents
if used alone without another one normalization formula [1].

2.4 Logarithmic term frequency

Logarithms are a way to de-emphasize the effect of frequency. Literature pro-
poses log and alternate log as the most used[17]. Logarithms are used to adjust
within-document frequency because a term that appears ten times in a docu-
ment is not necessarily ten times as important as a term that appears once in
that document. Logarithms formulas decrease the effects of large differences in
term frequencies.

3 Global Term-Weighting

These formulas are used to place emphasis on terms that are discriminating
and they are based on the dispersion of a particular term throughout the docu-
ments. Global weighting tries to give a discrimination value to each term. Many
schemes are based on the idea that the less frequently a term appears in the
whole collection, the more discriminating it is. Global weighting is in general
very successful. The use of global weighting can, in theory, eliminate the need
for stop word removal since stop words should have very small global weights.
In practice, however, it is easier to remove the stop words in the preprocessing
phase so that there are fewer terms to handle.

Formula for gi Description
1 No changes

log

(
n∑n

k=1
χ(fik)

)
Inverse Document Frequency (IDF)

log

(
n∑n

k=1
χ(fik)

)2

Squared Inverse Document Frequency

log

(
n−
∑n

k=1
χ(fik)∑n

k=1
χ(fik)

)
Probabilistic Inverse Document Frequency∑n

k=1
fik∑n

k=1
χ(fik)

GFIDF

1 +
∑n
j=1

pij∗log(pij)
log(n) , pij = fij∑n

k=1
fik

Entropy

Table 2: Global Term Weight Formulas

3.1 No changes

Sometimes is useful to consider only term frequency terms, when term frequen-
cies are very small or when we are interested to emphasize the term frequencies
in a document.
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3.2 Inverse document frequency (IDF)

Inverse Document Frequency (IDF) is a popular measure of a word’s importance.
It’s defined as the logarithm of the ratio of number of documents in a collection
to the number of documents containing the given word[16]. This means rare
words have high IDF and common words have low IDF. For example we obtain
an output value eqaul to 0 if the given term appears in every document. The
weight increases as the number of documents in wich the term appears decreases.
High value indicates that the word occurs more often in this document than
average. Examples for a collection of 10000 documents:

log
(

10000
10000

)
= 0 ; log

(
10000

20

)
= 2.698 ; log

(
10000

1

)
= 4 ;

It’s the most used global term weighting formula[10]. Sometimes is used alone
without local term weight formula.

3.3 Other IDF Schemes

• Squared Inverse Document Frequency: Used rarely as a variant of
IDF scheme[8].

• Probabilistic Inverse Document Frequency: Another IDF weight.
It assigns weights ranging from −∞ for a term that appears in every
document to log(n − 1) for a term that appears in only one document.
It differs from IDF because probabilistic inverse actually awards negative
weight for terms appearing in more than half of the documents in the
collection, and the lowest weight gives, is one[17].

• GFIDF: It computes the ratio of the total number of times the term
appears in the collection to the number of documents it appears in. Here,
if a term appears once in every document or once in one document, it
is given a weight of one, the smallest possible weight. A term that is
frequent relative to the number of documents in which it appears gets a
large weight. This weight often works best when combined with a different
global weight on the query vector[5].

3.4 Entropy

Entropy is based on information theoretic ideas and is the most sophisticated
weighting scheme. It assigns weights between 0 and 1 for a term that appears in
only one document. If a term appears once in every document, then that term
is given a weight of zero. If a term appears once in one document, then that
term is given a weight of one. Any other combination of frequencies will yield
a weight somewhere between zero and one. Entropy is a useful weight because
it gives higher weight for terms that appear fewer times in a small number of
documents. So this formula takes into account the distribution of terms over
documents [5].
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4 Normalization

The third component of the weighting scheme is the normalization factor, which
is used to correct discrepancies in document lengths. It is useful to normalize
the document vectors so that documents are retrieved independent of their
lengths. It’s important. If we do not, short documents may not be recognized as
relevant. Automatic information retrieval systems have to deal with documents
of varying lenghts in text collection. Document lenght normalization is used to
fairly retrieve documents of all lenghts [14] and it’s used to remove the advantage
that the long documents have in retrieval over the short documents. Two main
reasons that necessitate the use of normalization in term weights are:

• Higher term frequencies: long documents usually use the same terms
repeatedly. As a result, the term frequency factors may be large for long
documents.

• Number of terms: long documents also have different numerous terms.
This increases the number of matches between a query and a long docu-
ment, increasing the chances of retrieval of long documents in preference
over shorter documents.

It’s also possible no normalization but the 2-norm (cosine normalization) is the
most popular.

Formula for dj Description
1 No changes√∑n

k=1 (gk ∗ tkj)2 Cosine Normalization∑n
k=1 (gk ∗ tkj) Sum of weights∑n
k=1 (gk ∗ tkj)4 Fourth normalization

maxnk=1 (gk ∗ tkj) Max weight normalization
1

(1−slope)∗pivot+(slope∗lj) Pivoted unique normalization

Table 3: Normalization Formulas

4.1 No changes

It’s used when we want to emphasize long documents over the short documents.
Sometimes no normalization it’s used when we use Augmented Normalized Term
Frequency as local term weight formula. In fact in this formula there is a kind of
normalization of individual tf weights using the maximum tf in the document.
Normalization of tf weights by maximum tf in a document can possibly be
used, but Singal et al.[14] believe that maxtf is not an optimal normalization
scheme to fix the higher term frequencies problem. For example, if a query term
occurs five times in a document D1 in which all other terms occur just once,
then D1 is possibly more interesting than another document D2 in which the
same query term occurs five times as well, but all other terms also occurr five
times each. If maxtf is used for normalization, D1 has no advantage over D2

since the query term will have the same weight in both the documents.
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4.2 Cosine Normalization

Cosine Normalization resolves both the reasons for normalization (Higher term
frequencies, number of terms) in one step. Higher individual term frequencies
increase individual wi values, increasing the penalty on the term weights. Also,
if a document has more terms, the number of individual weights in the cosine
factor increases, yielding a higher normalization factor [14] [13]. So longer doc-
uments have smaller individual term weights and smaller documents are favored
over longer ones in retrieval. It’s the most used and popular normalization.

4.3 Other Cosine Normalization Schemes

• Sum of weights: It’s rarely used as a variant of cosine normalization[8].

• Fourth normalization: It’s rarely used as a variant of cosine normali-
zation[8].

4.4 Max weight normalization

It’s not a real normalization. It assigns weights between 0 and 1, but this
formula doesn’t take into account the distribution of terms over documents.
It’s useful when we want to give high importance to the most relevant weighted
terms within a document [8].

4.5 Pivoted unique normalization

The problem using cosine normalization is that often we have high values in
the normalization factor. The higher the value of the normalization factor for a
document is, the lower are the chances of retrieval for that document. Pivoted
unique normalization, a relatively new normalization method, tries to correct
this problem and also try to solve the problem of favoring short documents [3].
In the formula, lj is the number of distinct terms in document j. Thanks to the
suggestion of Singal et al.[14], slope is set to 0,2 and pivot is set to the aver-
age number of distinct terms per document in the entire collection. The basic
principle behind pivoted normalization methods is to correct for discrepancies
based on document length between the probability that a document is relevant
and the probability that the document will be retrieved. Using another nor-
malization factor, such as 1

lj
, a set of documents is retrieved, and the retrieval

and the relevance curves are plotted against document length. The point at
which these curves intersect is the pivot. The documents on the left side of the
pivot generally have a higher probability of being retrieved than they have of
being relevant, and the documents on the right side of the pivot generally have
a higher probability of being relevant than they have of being retrieved. The
normalization factor can now be pivoted at the pivot and ”tilted” so that the
normalization factor can be increased or decreased to better match the prob-
abilities of relevance and retrieval. The amount of ”tilting” needed becomes a
parameter of the weighting scheme and is called the slope [15].
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4.6 Normalization problems

1. Document Length Normalization Problems: Long documents have
an unfair advantage:

• They use a lot of terms so they get more matches than short docu-
ments.

• They use the same words repeatedly so they have much higher term
frequencies.

• Normalization seeks to remove these effects:

– Related somehow to maximum term frequency.
– But also sensitive to the of number of terms.
– If you don’t normalize short documents may not be recognized

as relevant.

2. Vantages - Disadvantages: One of the problems is solved: shorter
(and presumably) more focused documents receive a higher normalized
score than longer documents with the same matching terms. On the other
hand, we’ve got a new problem: now shorter documents are generally
preferred over longer ones.

3. Some of this problems are solved using pivoted unique normalization but
it depends a lot from the dataset used.

In conclusion normalize the term weights (so longer vectors are not unfairly
given more weight) has vantages and disadvantages. It’s often used to force all
values to fall within a certain range, usually between 0 and 1, inclusive.

5 Conclusion

Salton and Buckley [11] confirms that the most used document term weighting
is obtained by the inner product operation of the within document term fre-
quency and the inverse document frequency, all normalized by the lenght of the
document. So the most used term weighting is tf ∗ idf normalized by cosine:

fij ∗ log
(

n∑n

k=1
χ(fik)

)
√∑n

k=1

(
fij ∗ log

(
n∑n

k=1
χ(fik)

))2

Salton and Buckley proposed (augmented normalized term frequency * idf)
normalized by cosine as the best term weighting scheme [7]:(

0, 5 ∗ χ(fij) + 0, 5 ∗ fij
maxk fkj

)
∗ log

(
n∑n

k=1
χ(fik)

)
√∑n

k=1

(
(0, 5 ∗ χ(fij) + 0, 5 ∗ fij

maxk (fkj)
) ∗ log

(
n∑n

k=1
χ(fik)

))2
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Very interesting is also the formula proposed by Singal et al. [14]. They use
tf ∗ idf weights normalized using the pivoted unique normalization:

fij ∗ log
(

n∑n

k=1
χ(fik)

)
(1− 0, 2) ∗ pivot+ (0, 2 ∗ lj)

where lj is the number of distinct terms in document j, pivot is set to the average
number of distinct terms per document in the entire collection, slope is set at the
value 0,20. Infact Singal et al. [14] found with this type of normalization sub-
stantial improvements over cosine normalization for all the collections, fixing a
constant slope value of 0,20, effective across collections. They showed the weak-
ness of the cosine function for very long documents and proposed the pivoted
normalization that can be used, with these values, in general applications.
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