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Abstract— Signature-based malicious code detection is the MC detection.N-grams—all substrings of a file of a fixed
standard technique in all commercial anti-virus software. This |engthn—are a candidate for such a set that can be efficiently

method can detect a virus only after the virus has appeared and collected. The idea of using n-grams for MC analysis is not
caused damage. Signature-based detection performs poorly whe In 1994 byt _gram-based method for automatic
attempting to identify new viruses. Motivated by the standard new. in » a byte n-g u

signature-based technique for detecting viruses, and a recent €xtraction of virus signatu.res was described in [5]. Sirjila
successful text classification method, n-grams analysis, we exglo  an n-gram-based method is used in a proposal for a “computer

the idea of automatically detecting new malicious code. We immune system” in [6]. However, there is little literature o
employ n-grams analysis to automatically generate signatures this approach after 1994.

from malicious and benign software collections. The n-grams- . . .
based signatures are capable of classifying unseen benign and Theword n-gram analysis, which uses a windowreton-

malicious code. The datasets used are large compared to earlier Secutive words, has been used for a while in natural language
applications of n-grams analysis. processing (NLP). For example, it is successfully used in
language modelling and speech recognition [4]. On the other
. INTRODUCTION hand, thecharactern-gram analysis was only sparsely used.
Since the appearance of the first computer virus in 1986, 1994, character n-grams were used for text categorizatio
a significant number of new viruses has appeared eveny[3] with modest results. The Common N-Gram analysis
year! This number is growing and it threatens to outpad@NG) method [7] for text classification has been recently su
the manual effort by anti-virus experts in designing solui cessfully used in automatic authorship attribution [7}edéon
for detecting them and removing them from the system [5f dementia of Alzheimer's type [8], and text clustering.
Even without this threat, the traditional approach cossit The CNG method was motivated by an approach introduced
waiting for a number of computers to be infected, detectivey tby W. R. Bennett in 1976 [2], in which the letter bi-gram
virus, designing a solution, and delivering and deploying t frequencies were used in authorship attribution.
solution. A significant damage is done during this proceses. T Byte n-grams of a file are overlapping substrings, collected
address this problem, we explore solutions based on machimea sliding-window fashion where the windows of size
learning and not strictly dependent on certain virusesolil  slides one byte at a time. Concordantly, they do not capture
not be feasible to design a general anti-virus tool thataouust statistics about substrings of length but they implic-
replace a human expert or be as reliable as the exact sautiply capture frequencies of longer substrings as well. This
for known viruses, but such a solution would be of a greghenomenon was noted in NLP, where tri-grams frequently
benefit in warning against new viruses, in aiding experts fserform very well even though they seem to be too short to
finding a good signature for a new virus, and in adaptabd@apture any significant information. N-grams have the bili
solutions for different users. to capture implicit features of the input that are difficudt t
The termvirus is commonly used for malicious code , butdetect explicitly. As a growing number of MC writers use ®ol
for clarity reasons, we will use the termalicious code in to write and compile their code, n-grams could detect festur
further discussion, since it is relevant for all kinds of ioi@lus of the code that are specific for certain tools, or families of
code, such as viruses, worms, and Trojan horses. tools, including code generators, compilers, and programm
Since the specific substrings of malicious code (MC), @nvironment. In addition, n-grams could capture featunes t
signatures, are typically used to detect certain type of M@re specific for authors, coding styles, or even behavioural
it is natural to use sets of such substrings as indicators features.
1“Virus Writers: The End of The Innocence?” by Sarah GordonMIB lee-n a database of MC and benign code (BC), n-gram
Thomas J. Watson Research Center, http://www.researcoobmantivirus/ angly5|s can t_)e used to extract the most .frequent n-g_rams,
SciPapers/VB2000SG.htm which act as signatures. When a new code is analyzed, it can
The WildList — http://www.wildlist.org/ be classified as benign or malicious based on the category
2A criterion for detecting viruses may be adopted to a specifieru that it matches the most. Thus, n-grams could predict the
For some users any executable attachment in an e-mail messageecan . . .
immediately classifies as malicious code, while other users ahamge maliciousness of unseen code and capture new viruses that
executable code by e-mail. share features with previously learned viruses. Since dipe c
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TABLE | TABLE 1l
WIN32 COLLECTION: ACCURACY WITH A LIMIT OF 100, 000 WIN32 COLLECTION: ACCURACY WITH A LIMIT OF 200, 000
n n
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tured features are implicit in the extracted n-grams, it lafou I1l. EXPERIMENTAL RESULTS

be difficult for virus writers to deliberately write virusdisat In our earlier experiments [1], we used a small collection

fool n-gram analysis even when they have full access to tg¢ o5 worms (831KB) that we extracted from infected email

detection algorithm. messages and 4@ealthy Windows executable files (5.5MB).
The datasets used in our experiments are in the order of t§& achieved a training accuracy of 100% for several paramete

of megabytes in size, which is small compared to the terabyégnfigurations and a 3-fold cross-validation average ayur

virus repositories, but is considerably larger than theskls of 9894,

traditionally used in n-grams analysis, which usually does  Fojllowing the encouraging results of using the CNG method

exceed a few megabytes. In addition to using n-grams asalygjith the small worm collection, we conducted series of

for malicious code detection, this work presents experiments with two larger collections of MC: thé\Norm
collection and theWin32 collection. These collections are
II. CNG METHOD available from [11]. The I-Worm collection consists of 292

Internet worms that are Windows binary executable files. The
The CNG classification method relies on profiles for clasgta| size of the I-Worm collection is 15.7MB. The Win32

representation. During training, the data for each class dg|lection contains 493 Windows binary executable viruses
collected and n-grams with their normalized frequencies afhose names begin with “Win32”; their total size is 21.2MB.
counted. TheL. most frequent n-grams with their normalized There are computational issues that must be considered
frequencies represent a class profile. There are two pagesne{yhen dealing with larger code collections. In our initial
in building a profile:n — the n-gram size, and. — the experiments, we computed n-grams of sizes up to 10 bytes.
profile length. When a new instance needs to be classifigthe number of potential n-grams of size 102i8*8 ~ 104,
the instance profile is built in the same way. The instance ie small code size in our initial experiments resulted in
classified using k-nearest neighbour algorithm with= 1, 5 computationally-tractable upper bound on the number of
i.e., the similarity distance is measured between the riicsta possible n-grams. With the larger code collections, coingut
profile and class profiles, and the class with the closess clage frequencies of all seen n-grams is impractical. The Perl
profile is chosen. The following distance measure is used: goftyware tool Ngrams [9], which we use in our experiments,

supports thelimit parameter; if the number of collected n-

2
Z J1(5) = fa(s) (1) grams exceeds twice the limit, the list of n-grams is reduced
Stles M to the limit by removing the least frequent n-grams from the
° list.

where s is any n-gram from one of the two profileg; (s)
is frequency of the n-gram in one profile, or 0 if the n-gra
does not exist in the profile, anfd(s) is the frequency of the  There are three primary parameters in our experiments: the
n-gram in another profile. The difference between frequencilimit, the maximum length of the n-grams, and the maximum
is divided by(f1(s)+ f2(s))/2 in order to make the difference profile size. The limit ensures that the computation does
relative instead of absolute, so that the same weight isigive not overflow the physical memory and is a single-valued
the difference between low-frequent n-grams as for the-higharameter. The length of the n-grams,takes values from 1
frequent n-grams. to the specified maximum. As evident in table | and table II,

rﬁ" Parameter selection
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TABLE IV

WIN32 COLLECTION: TRAINING ACCURACY FOR DIFFERENT VALUES OF

N-GRAM SIZE (n) AND PROFILE SIZE(L)

larger values of. do not always result in a better performance.
The maximum value of. should be chosen |arge enough as toCROSSVALIDATION FOR DIFFERENT VALUES OF N-GRAM SIZE (n) AND
demonstrate that the optimal value wfis withing the tested
range. The profile sizd,, determines the number of the most

I-WORM COLLECTION: AVERAGE ACCURACY IN 5-FOLD

PROFILE SIZE(L)

n n
L 1 2 3 4 5 6 7 8 9 0 L 1 2 3 4 5 6 7 8 9 10
201054 050 0.65 0.74 0.68 0.64 052 0.50 0.52 Q.43 201045 059 051 0.63 0.67 059 054 052 051 Q47
50| 0.62 0.62 0.83 0.80 0.85 0.83 0.72 0.65 0.60 Q.57 50| 0.60 0.63 0.88 0.88 0.87 0.85 0.74 0.68 0.81 Q.64
100 0.80 0.65 0.76 0.68 0.84 0.86 0.85 0.83 0.83 (.85 100|0.76 0.73 0.90 0.88 0.87 0.90 0.87 0.85 0.84 Q.85
200|0.75 0.69 0.63 0.62 0.79 0.86 0.89 0.87 0.89 (.88 200 0.85 0.74 0.87 0.89 0.92 0.90 093 0.89 0.89 (.90
500( 0.57 0.87 0.88 0.70 0.83 0.89 0.88 0.87 0.88 Q.89 500|0.85 0.87 0.89 091 0.90 0.90 091 0.91 0.90 0.89
1000|{ 0.57 0.85 0.89 0.90 0.90 0.89 0.88 0.88 0.89 (.87 |1000|0.85 0.90 0.93 093 091 090 0.89 0.88 0.87 (.87
1500( 0.57 0.86 0.89 0.91 0.88 0.90 0.86 0.85 0.83 (.84 |1500|0.85 0.89 094 094 091 0.89 0.88 0.87 0.87 (.86
2000| 0.57 0.83 0.90 0.90 0.88 0.87 0.84 0.79 0.73 (.74 |2000(0.85 0.87 094 092 091 0.89 0.87 0.86 0.85 Q.82
3000| 0.57 0.81 0.88 0.89 0.86 0.83 0.71 0.71 0.64 Q.65 |3000/0.85 0.84 0.93 091 0.90 0.86 0.83 0.81 0.80 (.80
4000| 0.57 0.78 0.88 0.87 0.84 0.82 0.68 0.64 0.61 (.62 |4000|0.85 0.79 0.93 0.92 0.87 0.86 0.81 0.80 0.80 Q.79
5000| 0.57 0.76 0.88 0.85 0.80 0.80 0.64 0.62 0.58 (.61 |5000/0.85 0.75 0.93 0.91 0.87 0.86 0.81 0.80 0.78 (.78
TABLE V

frequent n-grams of a file that are used as a signature for that n
file. Similar ton, larger values ofl. do not always result in L20 0159 0249 0361 5‘64 372 ‘(5)64 7057 80 - 90 50100 i
a better performance and a maximum value should be chosenz, | 667 055 0580 076 083 083 063 058 060 .55
as to encompass the optimal valuelof 100|0.81 0.73 0.72 0.73 0.70 0.84 0.81 0.79 081 (.82
In our experience with n-grams, we found that a limit ggg 8-;; 8-2559 g-gg 8-?2 8-;2 8-22 8-23 g-gg 8-% g-gg
of 100,000, n-grams of lengths 1 to 10, and profile sizes 1509|056 0.84 0589 089 090 088 085 087 0.88 (87
ranging from 20 to5,000 most frequent n-grams provided | 1500| 0.56 0.82 0.89 0091 0.88 0.89 0.87 0.85 0.84 (.85
good results. We conducted several runs to verify whethelgggg 8-22 8-22 8-22 8-22 8-2; 8-2‘71 g-gg 8-23 g-gg 8-2‘1‘
these choices of values are suitable for the |-Worm coecti | 4009|956 0.80 0.87 086 0.83 081 0.79 081 078 (80
and Win32 collection. The results of two runs using the Win325000| 0.56 0.79 0.86 0.83 0.81 0.81 0.79 0.79 0.77 (.78

collection are shown in table | and table II. In these two
runs, we increased the maximum n-grams length to 15 and

the maximum profile size td0, 000. Table | shows the results

with a limit of 100, 000 n-grams and table Il shows the result§val.uat'on experiment, since th? same traln_mg data is L_nsed
with a limit of 200,000 n-grams. testing. Even though this is a biased experiment, the résult

We did not find a significant imorovement in trainin significant since it shows that .the 5MB corpus of BC, 15.7MB
g P gof I-Worm MC, and 21.2 of Win32 MC can be represented as

accuracy when increasing the limit 200, 000, the maximum 1500-lenath q i ith imole aldorith
n-grams length to 15, or the maximum profile sizel@p000. -length quad-gram profiles with a very simple algorithm
and be successfully used in the classification.

Therefore, all the experiments described below are cordayur
with a limit of 100,000, a maximum n-grams length of 10

. T 'C. 5-fold cross-validation
and a maximum profile size &, 000.

To obtain unbiased evaluation results, we performed a 5-

B. Training accuracy fold cross-validation. In the cross-validation method][18e

In the training accuracy experiments, we buildnalicious data is randomly partitioned into disjoint datasets or folds.
profile using all available MC, and, in a similar fashion, an— 1 of these datasets are used for training and the remaining
benign profileis built from the BC. Each file is then classifieddataset is used for testing. The process is repeatéithes,
as a malicious or a benign program using the CNG methagfch time using a different testing dataset. The resulisaset
and we measured the accuracy for different combinations ofevaluations are averaged to obtain the final result.
parameters: (n-gram size) and. (profile size). The results The folds are created in a random, balanced way, i.e.,
of the I-Worm collection and the Win32 collection are showmapproximately 1/5 of malicious files and 1/5 of benign files ar
in table Il and table 1V, respectively. selected in each fold. The average accuracy using the I-Worm

The results are very encouraging, achieving accuracy ofllection and the Win32 collection are shown in table V and
over 90% for several parameter configurations. An accuratable VI, respectively.
of and 91% forn = 4 and L = 1500 is achieved for the  The result provides more positive evidence for the use of
I-Worm collection, and 94% for the Win32 collection usinghe CNG method in the MC detection. The average accuracy
the same parameters, as well as others. This is a biasetligh, achieving 91% for both the I-Worm collection and the
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TABLE VI
WIN32 COLLECTION: AVERAGE ACCURACY IN 5-FOLD
CROSSVALIDATION FOR DIFFERENT VALUES OF NGRAM SIZE (n) AND
PROFILE SIZE(L)

[7] V. KeSelj, F. Peng, N. Cercone, and C. Thomas. 2003. “N-gram-based

Author Profiles for Authorship Attribution.” IfProceedings of the Con-
ference Pacific Association for Computational LinguistRACLING'03
Dalhousie University, Halifax, Nova Scotia, Canada.

[8] V. Keselj, E. Asp, K. Rockwood, and N. Cercone. 2003. “Computation

n
L 1 2 3 4 5 6 7 8 9 10
20/ 0.64 0.63 0.63 0.61 058 0.58 0.55 052 0.50 Q.47
50|0.58 0.70 0.81 0.87 0.85 0.86 0.80 0.63 0.68 (.64
100|0.75 0.74 0.90 0.87 0.87 0.89 0.88 085 0.86 .85 [10]
200/ 0.85 0.70 0.87 0.88 0.90 0.90 091 0.88 0.87 (.89
500| 0.85 0.81 0.88 0.91 090 0.90 0.90 0.89 0.89 .88 [11]
1000 0.85 0.88 0.90 0.91 0.89 0.89 0.86 0.86 0.87 (.86
1500| 0.85 0.86 0.91 0.91 0.90 0.88 0.87 0.87 0.87 Q.85
2000|0.85 0.86 091 091 089 0.88 0.87 085 0.84 (.84
3000 0.85 0.84 091 090 0.88 0.87 0.85 0.84 0.83 Q.83
4000/ 0.85 0.84 091 091 0.89 0.86 086 0.84 0.82 (.82
5000 0.85 0.79 0.91 090 0.88 0.86 0.86 0.83 0.81 Q.87

Win32 collection.

IV. CONCLUSIONS ANDFUTURE WORK

We have demonstrated encouraging initial results in ap-
plying the CNG method based on byte n-gram analysis in
the detection of MC. We used two datasets of MC, I-Worm
collection and Win32 collection, and a collection of BC. The
size of the MC code of each of the collections is considerably
larger than what is traditionally used in n-grams analyaig]
still satisfactory results are obtained using the samenpaier
values forn and L as in other works. The method achieves
over 90% accuracy on training data using each of the two
datasets, and 91% accuracy in 5-fold cross-validation. The
future work includes experiments on larger data collection
with sizes of the order of hundreds of megabytes. Currently,
we use the CNG method as black box for detecting viruses
and worms. Mining the extracted n-grams may help refine the
extraction of the MC signatures. Experimenting with reeers
engineered MC source code is another direction that we plan
to pursue.
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