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EVOLUTION is in essence a two-step process of random
variation and selection (Mayr, 1988, pp. 97-98). A popula-

tion of individuals is exposed to an environment and responds
with a collection of behaviors. Some of these behaviors are bet-
ter suited to meet the demands of the environment than are oth-
ers. Selection tends to eliminate those individuals that
demonstrate inappropriate behaviors. The survivors reproduce,
and the genetics underlying their behavioral traits are passed on
to their offspring. But this replication is never without error, nor
can individual genotypes remain free of random mutations. The
introduction of random genetic variation in turn leads to novel
behavioral characteristics, and the process of evolution iterates.
Over successive generations, increasingly appropriate behav-
iors accumulate within evolving phyletic lines (Atmar, 1994).

Evolution optimizes behaviors (i.e., the phenotype), not the
underlying genetics per se, because selection can act only in the
face of phenotypic variation. The manner in which functional
adaptations are encoded in genetics is transparent to selection;
only the realized behaviors resulting from the interaction of the
genotype with the environment can be assessed by competitive
selection. Useful variations have the best chance of being pre-
served in the struggle for life, leading to a process of continual
improvement (Darwin, 1859, p. 130). Evolution may in fact cre-
ate "organs of extreme perfection and complication" (Darwin,
1859, p. 171), but must always act within the constraints of
physical development and the historical accidents of life that
precede the current population. Evolution is entirely oppor-
tunistic (Jacob, 1977), and can only work within the variation
present in extant individuals.

The process of evolution can be modeled algorithmically and
simulated on a computer. In the most elementary of models, it
may be summarized as a difference equation:

x[f + 1] = J(V(XM))

where the population at time, f, denoted as x[t], is operated
on by random variation, v, and selection, s, to give rise to a

new population x[t + 1]. Natural evolution does not occur
in discontinuous time intervals, but the use of a digital com-
puter requires discrete events. Over successive iterations
of variation and selection, an evolutionary algorithm can drive
a population toward particular optima on a response sur-
face that represents the measurable worth of each possible
individual that might reside in a population. Evolutionary com-
putation is the field that studies the properties of these algo-
rithms and similar procedures for simulating evolution on a
computer.

Although the term evolutionary computation was invented
as recently as 1991, the field has a history that spans four
decades. Many independent efforts to simulate evolution on a
computer were offered in the 1950s and 1960s. Three broadly
similar avenues of investigation in simulated evolution have
survived as main disciplines within the field: evolution strate-
gies, evolutionary programming, and genetic algorithms. Each
begins with a population of contending trial solutions brought
to a task at hand. New solutions are created by randomly vary-
ing the existing solutions. An objective measure of perfor-
mance is used to assess the "fitness" of each trial solution, and
a selection mechanism determines which solutions to retain as
"parents" for the subsequent generation. The differences be-
tween the procedures are characterized by the typical data rep-
resentations, the types of variations that are imposed on
solutions to create offspring, and the methods employed for se-
lecting new parents. Over time, however, these differences
have become increasingly blurred, and will likely become of
only historical interest.

The two papers reprinted here, Fogel (1994) and Back et al.
(1997), provide surveys of evolutionary computation. Fogel
(1994) offered an introduction to a special issue of the IEEE
Transactions on Neural Networks devoted to evolutionary com-
putation, while Back et al. (1997) offered the first paper of the
IEEE Transactions on Evolutionary Computation. These two
publications represent important milestones in the acceptance
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An Introduction to Simulated
Evolutionary Optimization

David B. Fogel, Member, IEEE

Abstract—Natural evolution is a population-based optimization
process. Simulating this process on a computer results in stochas-
tic optimization techniques that can often outperform classical
methods of optimization when applied to difficult real-world
problems. There are currently three main avenues of research in
simulated evolution: genetic algorithms, evolution strategies, and
evolutionary programming. Each method emphasizes a different
facet of natural evolution. Genetic algorithms stress chromosomal
operators. Evolution strategies emphasize behavioral changes at
the level of the individual. Evolutionary programming stresses
behavioral change at the level of the species. The development
of each of these procedures over the past 35 years is described.
Some recent efforts in these areas are reviewed.

I. INTRODUCTION

THE fundamental approach to optimization is to formulate
a single standard of measurement—a cost function—that

summarizes the performance or value of a decision and itera-
tively improve this performance by selecting from among the
available alternatives. Most classical methods of optimization
generate a deterministic sequence of trial solutions based on
the gradient or higher-order statistics of the cost function [1,
chaps. 8-10]. Under regularity conditions on this function,
these techniques can be shown to generate sequences that
asymptotically converge to locally optimal solutions, and in
certain cases they converge exponentially fast [2, pp. 12-15].
Variations on these procedures are often applied to train-
ing neural networks (backpropagation) [3], [4], or estimating
parameters in system identification and adaptive control ap-
plications (recursive prediction error methods, Newton-Gauss)
[2, pp. 22-23] , [5], But the methods often fail to perform
adequately when random perturbations are imposed on the
cost function. Further, locally optimal solutions often prove
insufficient for real-world engineering problems.

Darwinian evolution is intrinsically a robust search and
optimization mechanism. Evolved biota demonstrate optimized
complex behavior at every level: the cell, the organ, the
individual, and the population. The problems that biological
species have solved are typified by chaos, chance, temporality,
and nonlinear interactivity. These are also characteristics of
problems that have proved to be especially intractable to
classic methods of optimization. The evolutionary process
can be applied to problems where heuristic solutions are not
available or generally lead to unsatisfactory results.

The most widely accepted collection of evolutionary theo-
ries is the neo-Darwinian paradigm. These arguments assert
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that the history of life can be fully accounted for by physical
processes operating on and within populations and species [6,
p. 39]. These processes are reproduction, mutation, competi-
tion, and selection. Reproduction is an obvious properly of
extant species. Further, species have such great reproductive
potential that their population size would increase at an expo-
nential rate if all individuals of the species were to reproduce
successfully [7], [8, p. 479]. Reproduction is accomplished
through the transfer of an individual's genetic program (either
asexually or sexually) to progeny. Mutation, in a positively
entropic system, is guaranteed, in that replication errors during
information transfer will necessarily occur. Competition is a
consequence of expanding populations in a finite resource
space. Selection is the inevitable result of competitive repli-
cation as species fill the available space. Evolution becomes
the inescapable result of interacting basic physical statistical
processes ([9], [10, p. 25], [11] and others).

Individuals and species can be viewed as a duality of their
genetic program, the genotype, and their expressed behavioral
traits, the phenotype. The genotype provides a mechanism for
the storage of experiential evidence, of historically acquired
information. Unfortunately, the results of genetic variations
are generally unpredictable due to the universal effects of
pleiotropy and polygeny (Fig. 1) [8], [12], [13], [14, p. 224],
[15]-[19], [20, p. 296]. Pleiotropy is the effect that a single
gene may simultaneously affect several phenotypic traits.
Polygeny is the effect that a single phenotypic characteristic
may be determined by the simultaneous interaction of many
genes. There are no one-gene, one-trait relationships in natural
evolved systems. The phenotype varies as a complex, non-
linear function of the interaction between underlying genetic
structures and current environmental conditions. Very different
genetic structures may code for equivalent behaviors, just as
diverse computer programs can generate similar functions.

Selection directly acts only on the expressed behaviors of
individuals and species [19, pp. 477-478]. Wright [21] oifered
the concept of adaptive topography to describe the fitness
of individuals and species (minimally, isolated reproductive
populations termed demes). A population of genotypes maps
to respective phenotypes {sensu Lewontin [22]), which are in
turn mapped onto the adaptive topography (Fig. 2). Each peak
corresponds to an optimized collection of phenotypes, and thus
one or more sets of optimized genotypes. Evolution probabilis-
tically proceeds up the slopes of the topography toward peaks
as selection culls inappropriate phenotypic variants.

Others [11], [23, pp. 400-401] have suggested that it is more
appropriate to view the adaptive landscape from an inverted

Reprinted from IEEE Transactions on Neural Networks, Vol. 5:1, pp. 3-14, January, 1994.
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Fig. 1. Pleiotropy is the effect that a single gene may simultaneously affect
several phenotypic traits. Polygeny is the effect that a single phenotypic
characteristic may be determined by the simultaneous interaction of many
genes. These one-to-many and many-to-one mappings are pervasive in natural
systems. As a result, even small changes to a single gene may induce a raft
of behavioral changes in the individual (after [18]).

Fig. 2. Wright's adaptive topology, inverted. An adaptive topography, or
adaptive landscape, is defined to represent the fitness of all possible phe-
notypes. Wright [21] proposed that as selection culls the least appropriate
existing behaviors relative to others in the population, the population advances
to areas of higher fitness on the landscape. Atmar [11] and others have
suggested viewing the topography from an inverted perspective. Populations
then advance to areas of lower behavioral error.

position. The peaks become troughs, "minimized prediction
error entropy wells" [11]. Such a viewpoint is intuitively
appealing. Searching for peaks depicts evolution as a slowly
advancing, tedious, uncertain process. Moreover, there appears
to be a certain fragility to an evolving phyletic line; an
optimized population might be expected to quickly fall off
the peak under slight perturbations. The inverted topography
leaves an altogether different impression. Populations advance

rapidly, falling down the walls of the error troughs until their
cohesive set of interrelated behaviors are optimized, at which
point stagnation occurs. If the topography is generally static,
rapid descents will be followed by long periods of stasis. If,
however, the topography is in continual flux, stagnation may
never set in.

Viewed in this manner, evolution is an obvious optimizing
problem-solving process. Selection drives phenotypes as close
to the optimum as possible, given initial conditions and
environmental constraints. But the environment is continually
changing. Species lag behind, constantly evolving toward
a new optimum. No organism should be viewed as being
perfectly adapted to its environment. The suboptimality of
behavior is to be expected in any dynamic environment that
mandates trade-offs between behavioral requirements. But
selection never ceases to operate, regardless of the population's
position on the topography.

Mayr [19, p. 532] has summarized some of the more salient
characteristics of the neo-Darwinian paradigm. These include:

1) The individual is the primary target of selection.
2) Genetic variation is largely a chance phenomenon. Sto-

chastic processes play a significant role in evolution.
3) Genotypic variation is largely a product of recombina-

tion and "only ultimately of mutation."
4) "Gradual" evolution may incorporate phenotypic discon-

tinuities.
5) Not all phenotypic changes are necessarily consequences

of ad hoc natural selection.
6) Evolution is a change in adaptation and diversity, not

merely a change in gene frequencies.
7) Selection is probabilistic, not deterministic.

Simulations of evolution should rely on these foundations.

II. GENETIC ALGORITHMS

Fraser [24]-[28], Bremermann et al. [29]-[36], Reed et al.
[37], and Holland [38], [39] proposed similar algorithms that
simulate genetic systems. These procedures are now described
by the term genetic algorithms and are typically implemented
as follows:

1) The problem to be addressed is defined and captured
in an objective function that indicates the fitness of any
potential solution.

2) A population of candidate solutions is initialized subject
to certain constraints. Typically, each trial solution is
coded as a vector x, termed a chromosome, with ele-
ments being described as genes and varying values at
specific positions called alleles. Holland [39, pp. 70-72]
suggested that all solutions should be represented by
binary strings. For example, if it were desired to find
the scalar value x that maximizes:

F(x) = -x2,

then a finite range of values for x would be selected

and the minimum possible value in the range would be

represented by the string (0 . . . 0 1 , with the maximum

value being represented by the string (1 . . . 1) . The de-
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No.

2
3
4

Total

String

01101
11000
01000
10011

Fitness

169
576
64

361

1170

% of Total

14.4
492

5.5
30.9
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Fig. 3. Roulette wheel selection in genetic algorithms. Selection in genetic algorithms is often accomplished via differential
reproduction according to fitness. In the typical approach, each chromosome is given a probability of being copied into the next
generation that is proportional to its fitness relative to all other chromosomes in the population. Successive trials are conducted in
which a chromosome is selected, until all available positions are filled. Those chromosomes with above-average fitness will tend to
generate more copies than those with below-average fitness. The figure is adapted from [143].

sired degree of precision would indicate the appropriate
length of the binary coding.

3) Each chromosome, Xi, i = 1 P, in the population
is decoded into a form appropriate for evaluation and
is then assigned a fitness score, ^(x{) according to the
objective.

4) Each chromosome is assigned a probability of repro-
duction, pi, z = 1, . . . , P, so that its likelihood of
being selected is proportional to its fitness relative to
the other chromosomes in the population. If the fitness
of each chromosome is a strictly positive number to
be maximized, this is often accomplished using roulette
wheel selection (see Fig. 3).

5) According to the assigned probabilities of reproduction,
Pi, i ~ 1 P, a new population of chromosomes is
generated by probabilistically selecting strings from the
current population. The selected chromosomes generate
"offspring" via the use of specific genetic operators,
such as crossover and bit mutation. Crossover is applied
to two chromosomes (parents) and creates two new
chromosomes (offspring) by selecting a random position
along the coding and splicing the section that appears
before the selected position in the first string with the
section that appears after the selected position in the
second string, and vice versa (see Fig. 4). Other, more
sophisticated, crossover operators have been introduced
and will be discussed later. Bit mutation simply offers
the chance to flip each bit in the coding of a new
solution. Topical values for the probabilities of crossover
and bit mutation range from 0.6 to 0.95 and 0.001 to
0.01, respectively [40], [41].

6) The process is halted if a suitable solution has been
found, or if the available computing time has expired;
otherwise the process proceeds to step (3) where the new
chromosomes are scored and the cycle is repeated.

For example, suppose the task is to find a vector of 100
bits {0,1} such that the sum of all of the bits in the vector is
maximized. The objective function could be written as:

100

•t=i

where a; is a vector of 100 symbols from {0,1}. Any such
vector x could be scored with respect to JLA(J;) and would

C r o s s o v e r P o i n t

O f f s p r i n g # 1 : 1 0 1 0 0 1 1 1 1 0 1

O f f s p r i n g # 2 : 1 1 0 1 0 0 0 0 1 0 0

Fig. 4. The one-point crossover operator. A typical method of recombination
in genetic algorithms is to select two parents and randomly choose a splicing
point along the chromosomes. The segments from the two parents are
exchanged and two new offspring are created.

receive a fitness rating ranging from zero to 100. Let an initial
population of 100 parents be selected completely at random
and subjected to roulette wheel selection in light of /x(ac), with
the probabilities of crossover and bit mutation being 0.8 and
0.01, respectively. Fig. 5 shows the rate of improvement of the
best vector in the population, and the average of all parents,
at each generation (one complete iteration of steps 3-6) under
such conditions. The process rapidly converges on vectors of
all l's.

There are a number of issues that must be addressed when
using a genetic algorithm. For example, the necessity for
binary codings has received considerable criticism [42]-[44].
To understand the motivation for using bit strings, the notion
of a schema must be introduced. Consider a string of symbols
from an alphabet A. Suppose that some of the components of
the string are held fixed while others are free to vary. Define a
wild card symbol, #, that matches any symbol from A. A string
with fixed and variable symbols defines a schema. Consider the
string {01##), defined over the union of {#} and the alphabet
A = (0,1). This set includes {0100), {0101 (, {01101 and
{0111}. Holland [39, pp. 66-74] recognized that every string
that is evaluated actually offers partial information about the
expected fitness of all possible schemata in which that string
resides. That is, if the string {0000} is evaluated to have
some fitness, then partial information is also received about the
worth of sampling from variations in {0###}, {#0##|, {#00#},
{#0#0}, and so forth. This characteristic is termed implicit
parallelism, as it is through a single sample that information
is gained with respect to many schemata. Holland [39, p.
71] speculated that it would be beneficial to maximize the
number of schemata being sampled, thus providing maximum
implicit parallelism, and proved that this is achieved for
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Fig. 5. The rate of optimization in a simple binary coding problem using a standard genetic algorithm. The curves indicate the fitness
of the best chromosomes in the population and the mean fitness of all parents at each generation. The optimum fitness is 100 units.

\A\ = 2. Binary strings were therefore suggested as a universal
representation.

The use of binary strings is not universally accepted in
genetic algorithm literature, however. Michalewicz [44, p. 82]
indicates that for real-valued numerical optimization problems,
floating-point representations outperform binary representa-
tions because they are more consistent, more precise, and lead
to faster execution. But Michalewicz [44, p. 75] also claims
that genetic algorithms perform poorly when the state space
of possible solutions is extremely large, as would be required
for high-precision numerical optimization of many variables
that could take on real-values in a large range. This claim is
perhaps too broad. The size of the state space alone does not
determine the efficiency of the genetic algorithm, regardless
of the choice of representation. Very large state spaces can
sometimes be searched quite efficiently, and relatively small
state spaces sometimes provide significant difficulties. But it
is fair to say that maximizing implicit parallelism will not
always provide for optimum performance. Many researchers in
genetic algorithms have foregone the bit strings suggested by
Holland [39, pp. 70-72] and have achieved reasonable results
to difficult problems [44]-[47].

Selection in proportion to fitness can be problematic. There
are two practical considerations: 1) roulette wheel selection
depends upon positive values, and 2) simply adding a large
constant value to the objective function can eliminate selec-
tion, with the algorithm then proceeding as a purely random
walk. There are several heuristics that have been devised to
compensate for these issues. For example, the fitness of all
parents can be scaled relative to the lowest fitness in the
population, or proportional selection can be based on ranking
by fitness. Selection based on ranking also eliminates problems
with functions that have large offsets.

One mathematical problem with selecting parents to repro-
duce in proportion to their relative fitness is that this procedure
cannot ensure asymptotic convergence to a global optimum
[48]. The best chromosome in the population may be lost
at any generation, and there is no assurance that any gains
made up to a given generation will be retained in future
generations. This can be overcome by employing a heuristic
termed elitist selection [49], which simply always retains the
best chromosome in the population. This procedure guarantees
asymptotic convergence [48], [50], [51], but the specific rates
of convergence vary by problem and are generally unknown.

The crossover operator has been termed the distinguishing
feature of genetic algorithms [52, pp. 17-18]. Holland [39, pp.
110-111] indicates that crossover provides the main search
operator while bit mutation simply serves as a background
operator to ensure that all possible alleles can enter the
population. The probabilities commonly assigned to crossover
and bit mutation reflect this philosophical view. But the choice
of crossover operator is not straightforward.

Holland [39, p. 160], and others [53], [54], propose that
genetic algorithms work by identifying good "building blocks"
and eventually combining these to get larger building blocks.
This idea has become known as the building block hypothesis.
The hypothesis suggests that a one-point crossover operator
would perform better than an operator that, say, took one bit
from either parent with equal probability (uniform crossover),
because it could maintain sequences (blocks) of "good code"
that are associated with above-average performance and not
disrupt their linkage. But this has not been clearly demon-
strated in the literature. Syswerda [55] conducted function
optimization experiments with uniform crossover, two-point
crossover and one-point crossover. Uniform crossover pro-
vided generally better solutions with less computational effort.
Moreover, it has been noted that sections of code that reside
at opposite ends of a chromosome are more likely to be
disrupted under one-point crossover than are sections that are
near the middle of the chromosome. Holland [39, pp. 106-109]
proposed an inversion operator that would reverse the index
position for a section of the chromosome, so that linkages
could be constructed between arbitrary genes. But inversion
has not been found to be useful in practice [52, p. 21]. The
relevance of the building block hypothesis is presently unclear,
but its value is likely to vary significantly by problem.

Premature convergence is another important concern in
genetic algorithms. This occurs when the population of chro-
mosomes reaches a configuration such that crossover no longer
produces offspring that can outperform their parents, as must
be the case in a homogeneous population. Under such cir-
cumstances, all standard forms of crossover simply regenerate
the current parents. Any further optimization relies solely on
bit mutation and can be quite slow. Premature convergence
is often observed in genetic algorithm research ([40], [52, pp.
25, 26], [56], [57], and others) because of the exponential
reproduction of the best observed chromosomes coupled with
the strong emphasis on crossover. Davis [52, pp. 26, 27]
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(a) (b)

Fig. 6. Comparing dynamic parameter encoding to more standard genetic algorithm coding techniques, (a) A two-dimensional,
inverted illustration of a quadratic bowl, (b) Optimization on a three-dimensional quadratic bowl, (c) An inverted illustration of the
Shekel's foxholes problem, (d) Optimization on the Shekel's foxholes problem. Dynamic parameter encoding offers the possibility
of increasing the precision of a solution on-line, but may also encounter problems with premature convergence.

recommends that when the population converges on a chromo-
some that would require the simultaneous mutation of many
bits in order to improve it, the run is practically completed
and it should either be restarted using a different random seed,
or hill-climbing heuristics should be employed to search for
improvements.

One recent proposal for alleviating the problems associated
with premature convergence was offered in [41]. The method,
termed dynamic parameter encoding (DPE), dynamically re-
sizes the available range of each parameter. Broadly, when
a heuristic suggests that the population has converged, the
minimum and maximum values for the range are resized
to a smaller window and the process is iterated. In this
manner, DPE can zoom in on solutions that are closer to

the global optimum than provided by the initial precision.
Schraudolph [58] has kindly provided results from experiments
with DPE presented in [41]. As indicated in Fig. 6, DPE clearly
outperforms the standard genetic algorithm when searching a
quadratic bowl, but actually performs worse on a multirnodal
function (Shekel's foxholes). The effectiveness of DPE is an
open, promising area of research. DPE only zooms in, so the
initial range of parameters must be set to include the global
optimum or it will not be found. But it would be relatively
straightforward to include a mechanism in DPE to expand the
search window, as well as reduce it.

Although many open questions remain, genetic algorithms
have been used to successfully address diverse practical opti-
mization problems [59]. While some researchers do not view
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genetic algorithms as function optimization procedures per se
(e.g., [60]), they are commonly used for precisely that purpose.
Current research efforts include: 1) developing a stronger
mathematical foundation for the genetic algorithm as an opti-
mization technique [41], [48], [61], [62], including analysis of
classes of problems that are difficult for genetic algorithms
[63]-[66] as well as the sensitivity to performance of the
general technique to various operator and parameter settings
[42], [44], [67]-[70]; 2) comparing genetic algorithms to other
optimization methods and examining the manner in which they
can be enhanced by incorporating other procedures such as
simulated annealing [71]—[73]; 3) using genetic algorithms for
computer programming and engineering problems [74]-[79];
4) applying genetic algorithms to machine learning rule-based
classifier systems [80]-[84]; 5) using genetic algorithms as
a basis for artificial life simulations [85], [86, pp. 186-195];
and 6) implementing genetic algorithms on parallel machines
[87]-[89]. The most recent investigations can be found in [90].

III. EVOLUTION STRATEGIES AND

EVOLUTIONARY PROGRAMMING

An alternative approach to simulating evolution was in-
dependently adopted by Schwefel [91] and Rechenberg [92]
collaborating in Germany, and L. Fogel [93], [94] in the United
States, and later pursued by [95]-[99], among others. These
models, commonly described by the terms evolution strategies
or evolutionary programming, or more broadly as evolutionary
algorithms [87], [100] (although many authors use this term
to describe the entire field of simulated evolution), emphasize
the behavioral link between parents and offspring, or between
reproductive populations, rather than the genetic link. When
applied to real-valued function optimization, the most simple
method is implemented as follows:

1) The problem is defined as finding the real-valued n-
dimensional vector x that is associated with the ex-
tremum of a functional F(x) : Rn —> R. Without loss
of generality, let the procedure be implemented as a
minimization process.

2) An initial population of parent vectors, Xi, i = 1, . . . ,
P , is selected at random from a feasible range in each
dimension. The distribution of initial trials is typically
uniform.

3) An offspring vector, x j , i = 1, . . . , P, is created from
each parent Xi by adding a Gaussian random variable
with zero mean and preselected standard deviation to
each component of Xi.

4) Selection then determines which of these vectors to
maintain by comparing the errors F(x.i) and F(xJ),
t = 1, . . . , P . The P vectors that possess the least
error become the new parents for the next generation.

5) The process of generating new trials and selecting those
with least error continues until a sufficient solution is
reached or the available computation is exhausted.

In this model, each component of a trial solution is viewed
as a behavioral trait, not as a gene. A genetic source for these
phenotypic traits is presumed, but the nature of the linkage
is not detailed. It is assumed that whatever genetic transfor-

mations occur, the resulting change in each behavioral trait
will follow a Gaussian distribution with zero mean difference
and some standard deviation. Specific genetic alterations can
affect many phenotypic characteristics due to pleiotropy and
polygeny (Fig. 1). It is therefore appropriate to simultaneously
vary all of the components of a parent in the creation of a
new offspring.

The original efforts in evolution strategies [91], [92] exam-
ined the preceding algorithm but focused on a single parent-
single offspring search. This was termed a (1 + 1 ) - £"5 in that
a single offspring is created from a single parent and both are
placed in competition for survival, with selection eliminating
the poorer solution. There were two main drawbacks to this
approach when viewed as a practical optimization algorithm:
1) the constant standard deviation (step size) in each dimension
made the procedure slow to converge on optimal solutions,
and 2) the brittle nature of a point-to-point search made the
procedure susceptible to stagnation at local minima (although
the procedure can be shown to asymptotically converge to the
global optimum vector x) [101].

Rechenberg [92] defined the expected convergence rate of
the algorithm as the ratio of the average distance covered
toward the optimum and the number of trials required to
achieve this improvement. For a quadratic function

F(*) = 5 > ? , (i)
i = i

where a: is an n-dimensional vector of reals, and X{ denotes
the zth component of x, Rechenberg [92] demonstrated that
the optimum expected convergence rate is given when a w
1.224r/n, where a is the standard deviation of the zero
mean Gaussian perturbation, r denotes the current Euclidean
distance from the optimumn and there are n dimensions. Thus,
for this simple function the optimum convergence rate is
obtained when the average step size is proportional to the
square root of the error function and inversely proportional
to the number of variables. Additional analyses have been
conducted on other functions and the results have yielded
similar forms for setting the standard deviation [102].

The use of multiple parents and offspring in evolution
strategies was developed by Schwefel [103], [104]. Two
approaches are currently explored, denoted by (n -f A) — ES
and (n, A) - ES. In the former, fi parents are used to create A
offspring and all solutions compete for survival, with the best
being selected as parents of the next generation. In the latter,
only the A offspring compete for survival, and the parents are
completely replaced each generation. That is, the lifespan of
every solution is limited to a single generation. Increasing the
population size increases the rate of optimization over a fixed
number of generations.

To provide a very simple example, suppose it is desired to
find the minimum of the function in (1) for n = 3. Let the
original population consist of 30 parents, with each component
initialized in accordance with a uniform distribution over
[-5.12, 5.12] (after [40]). Let one offspring be created from
each parent by adding a Gaussian random variable with mean
zero and variance equal to the error score of the parent divided

8
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Fig, 7. The rate of optimization using a primitive version of evolution strate-
gies on the three-dimensional quadratic bowl. Thirty parents are maintained at
each generation. Offspring are created by adding a Gaussian random variable
io each component.

by the square of the number of dimensions (32 = 9) to each
component. Let selection simply retain the best 30 vectors in
the population of parents and offspring. Fig. 7 indicates the
rate of optimization of the best vector in the population as
a function of the number of generations. The process rapidly
converges close to the unique global optimum.

Rather than using a heuristic schedule for reducing the
step size over time, Schwefel [104] developed the idea of
making the distribution of new trials from each parent an
additional adaptive parameter (Rechenberg, personal commu-
nication, indicates that he introduced the idea in 1967). In this
procedure, each solution vector comprises not only the trial
vector x of n dimensions, but a perturbation vector a which
provides instructions on how to mutate x and is itself subject
to mutation. For example, if x is the current position vector
and a is a vector of variances corresponding to each dimension
of x, then a new solution vector (a;',a7) could be created as:

a[ = u{ exp(r' • JV(0,1) + r • AT;(O, 1))

* ; = S* + JV(OX)

where i = 1, . . . , n, and JV(0,1) represents a single standard
Gaussian random variable, iV;(0,1) represents the zth indepen-
dent identically distributed standard Gaussian, and r and r'
are operator set parameters which define global and individual
step-sizes [102]. In this manner, the evolution strategy can self-
adapt to the width of the error surface and more appropriately
distribute trials. This method was extended again [104] to
incorporate correlated mutations so that the distribution of new
trials could adapt to contours on the error surface (Fig. 8).

Finally, additional extensions were made to evolution strate-
gies to include methods for recombining individual solutions
in the creation of new offspring. There are many proposed
procedures. These include selecting individual components
from either of two parents at random, averaging individual
components from two parents with a given weighting, and so
forth [102].

The original evolutionary programming approach was sim-
ilar to that of Schwefel and Rechenberg but involved a
more complex problem, that of creating artificial intelligence.
Fogel [94] proposed that intelligent behavior requires the
composite ability to predict one's environment coupled with a
translation of the predictions into a suitable response in light
of the given goal. To provide maximum generality, in a series

Fig. 8. Under independent Gaussian perturbations to each component of
every parent, new trials are are distributed such that the contours of equal
probability are aligned with the coordinate axes (left picture). This will not be
optimal in general because the contours of the response are rarely similarly
aligned. Schwefel [104] suggests a mechanism for incorporating self-adaptive
covariance terms. Under this procedure, new trials can be distributed in any
orientation (right picture). The evolutionary process adapts to the contours of
the response surface, distributing trials so as to maximaize the probability of
discovering improved solutions.

|0/T

M

Fig. 9. A finite state machine (FSM) consists of a finite number of states.
For each state, for every possible input symbol, there is an associated output
symbol and next-state transition. In the figure, input symbols are shown to the
left of the virgule, output symbols are shown to the right. The input alphabet
is {0, 1} and the output alphabet is [a, ft, 7 } . The machine is presumed to
start in state A. The figure is taken from [144].

of experiments, a simulated environment was described as
sequence of symbols taken from a finite alphabet. The problem
was then defined to evolve an algorithm that would operate on
the sequence of symbols thus far observed in such a manner
as to produce an output symbol that is likely to maximize the
benefit to the algorithm in light of the next symbol to appear
in the environment and a well-defined payoff function. Finite
state machines (FSM's) [105] provided a useful representation
for the required behavior (Fig. 9).

Evolutionary programming operated on FSM's as follows:

1) Initially, a population of parent FSM's is randomly
constructed.

2) The parents are exposed to the environment; that is, the
sequence of symbols that have been observed up to the
current time. For each parent machine, as each input
symbol is offered to the machine, each output symbol is
compared to the next input symbol. The worth of this
prediction is then measured with respect to the given
payoff function (e.g., ail-none, absolute error, squared
error, or any other expression of the meaning of the
symbols). After the last prediction is made, a function
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Player B

C D

Player A

Fig. 10. A payoff matrix for the prisoner's dilemma. Each of two players
must either cooperate (C) or defect (D). The entries in the matrix, (a,b),
indicate the gain to players A and B, respectively. This payoff matrix was
used in simulations in [106]-[108].

of the payoff for each symbol (e.g., average payoff per
symbol) indicates the fitness of the machine.

3) Offspring machines are created by randomly mutating
each parent machine. There are five possible modes of
random mutation that naturally result from the descrip-
tion of the machine: change an output symbol, change a
state transition, add a state, delete a state, or change the
initial state. The deletion of a state and the changing of
the start state are only allowed when the parent machine
has more than one state. Mutations are chosen with
respect to a probability distribution, which is typically
uniform. The number of mutations per offspring is also
chosen with respect to a probability distribution (e.g.,
Poisson) or may be fixed a priori.

4) The offspring are evaluated over the existing environ-
ment in the same manner as their parents.

5) Those machines that provide the greatest payoff are
retained to become parents of the next generation. Typ-
ically, the parent population remains the same size,
simply for convenience.

6) Steps 3)-5) are iterated until it is required to make an ac-
tual prediction of the next symbol (not yet experienced)
from the environment. The best machine is selected to
generate this prediction, the new symbol is added to
the experienced environment, and the process reverts to
step 2).

The prediction problem is a sequence of static optimization
problems in which the adaptive topography (fitness function)
is time-varying. The process can be easily extended to ab-
stract situations in which the payoffs for individual behaviors
depend not only on an extrinsic payoff function, but also
on the behavior of other individuals in the population. For
example, Fogel [106], [107], following previous foundational
research by Axelrod using genetic algorithms [108], evolved
a population of FSM's in light of the iterated prisoner's
dilemma (Fig. 10). Starting with completely random FSM's
of one to five states, but ultimately possessing a maximum
of eight states, the simulated evolution quickly converged on
mutually cooperative behavior (Fig. 11). The evolving FSM's
essentially learned to predict the behavior (a sequence of
symbols) of other FSM's in the evolving population.

Evolutionary programming has recently been applied to
real-valued continuous optimization problems and is virtually

(b)

Fig. 11. (a) The mean of all parents' scores as a function of the number
generations when using evolutionary programming to simulate an iterated
prisoner's dilemma incorporating 50 parents coded as finite state machines
(FSM's). The input alphabet consists of the previous moves for the current
player and the opponent {(C,C), (C.D), (D,C), (DJ))}; the output alphabet
consists of the next move {C,D}. Each FSM plays against every other FSM
in the population over a long series of moves. The results indicate a propensity
to evolve cooperative behavior even though it would appear more beneficial
for an individual to defect on any given play, (b) A typical FSM evolved
after 200 generations when using 100 parents. The cooperative nature of
the machine can be observed by noting that (C,C) typically elicits further
cooperation, and in slates 2 and 3, such cooperation will be absorbing. Further,
(D,D) typically elicits further defection, indicating that the machine will not
be taken advantage of during an encounter with a purely selfish machine.
These results appear in [107J.
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equivalent in many cases to the procedures used in evolution
strategies. The extension to using self-adapting independent
variances was offered in [109] with procedures for optimizing
the covariance matrix used in generating new trials offered in
[110]. These methods differ from those offered in [104] in that
Gaussian perturbations are appl ied to the self-adaptive param-
eters instead of lognormal perturbations. Initial comparisons
[111], [112] indicate that the procedures in [104] appear to be
more robust than those in [110]. One possible explanation for
this would be that it is easier for variances of individual terms
to transition between small and large values under the method
of [104]. Theoretical and empirical comparison between these
mechanisms is an open area of research.

As currently implemented, there are two essential differ-
ences between evolution strategies and evolutionary program-
ming.

1) Evolution strategies rely on strict deterministic selec-
tion. Evolutionary programming typically emphasizes
the probabilistic nature of selection by conducting a
stochastic tournament for survival at each generation.
The probability that a particular trial solution will be
maintained is made a function of its rank in the popu-
lation.

2) Evolution strategies typically abstracts coding structures
as analogues of individuals. Evolutionary programming
typically abstracts coding structures as analogues of
distinct species (reproductive populations). Therefore,
evolution strategies may use recombination operations to
generate new trials [111], but evolutionary programming
does not, as there is no sexual communication between
species [100].

The current efforts in evolution strategies and evolutionary
programming follow lines of investigation similar to those
in genetic algorithms: 1) developing mathematical founda-
tions for the procedures [51], [111], [113], investigating their
computational complexity theoretically and empirically [114],
[115] and combining evolutionary optimization with more
traditional search techniques [116]; 2) using evolutionary
algorithms to train and design neural networks [117]—[121];
3) examining evolutionary algorithms for system identifica-
tion, control, and robotics applications [122]—[127], as well
as pattern recognition problems [128]—[130], along with the
possibility for synergism between evolutionary and fuzzy
systems [131], [132]; 4) applying evolutionary optimization
to machine learning [133]; 5) relating evolutionary models to
biological observations or applications [107], [134]—[137]; and
also 6) designing evolutionary algorithms for implementation
on parallel processing machines [138], [139], [140]. The most
recent investigations can be found in [141], [142].

IV. SUMMARY

Simulated evolution has a long history. Similar ideas and
implementations have been independently invented numerous
times. There are currently three main lines of investiga-
tion: genetic algorithms, evolution strategies, and evolutionary
programming. These methods share many similarities. Each
maintains a population of trial solutions, imposes random

changes to those solutions, and incorporates the use of se-
lection to determine which solutions to maintain into future
generations and which to remove from the pool of trials.
But these methods also have important differences. Genetic
algorithms emphasize models of genetic operators as observed
in nature, such as crossing over, inversion, and point mutation
and apply these to abstracted chromosomes. Evolution strate-
gies and evolutionary programming emphasize mutational
transformations that maintain behavioral linkage between each
parent and its offspring, respectively, at the level of the
individual or the species. Recombination may be appropriately
applied to individuals, but is not applicable for species.

No model can be a complete description of the true system.
Each of the three possible evolutionary approaches described
above is incomplete. But each has also been demonstrated
to be of practical use when applied to difficult optimization
problems. The greatest potential for the application of evolu-
tionary optimization to real-world problems will come from
their implementation on parallel machines, for evolution is
an inherently parallel process. Recent advances in distributed
processing architectures will result in dramatically reduced ex-
ecution times for simulations that would simply be impractical
on current serial computers.

Natural evolution is a robust yet efficient problem-solving
technique. Simulated evolution can be made as robust. The
same procedures can be applied to diverse problems with
relatively little reprogramming. While such efforts will un-
doubtedly continue to address difficult real-world problems,
the ultimate advancement of the field will, as always, rely on
the careful observation and abstraction of the natural process
of evolution.
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Evolutionary Computation: Comments
on the History and Current State

Thomas Back, Ulrich Hammel, and Hans-Paul Schwefel

Abstract— Evolutionary computation has started to receive
significant attention during the last decade, although the origins
can be traced back to the late 1950's. This article surveys the
history as well as the current state of this rapidly growing
field. We describe the purpose, the general structure, and the
working principles of different approaches, including genetic
algorithms (GA) [with links to genetic programming (GP) and
classifier systems (CS)], evolution strategies (ES), and evolutionary
programming (EP) by analysis and comparison of their most
important constituents (i.e., representations, variation operators,
reproduction, and selection mechanism). Finally, we give a brief
overview on the manifold of application domains, although this
necessarily must remain incomplete.

Index Terms— Classifier systems, evolution strategies, evolu-
tionary computation, evolutionary programming, genetic algo-
rithms, genetic programming.

I. EVOLUTIONARY COMPUTATION: ROOTS AND PURPOSE

THIS first issue of the IEEE TRANSACTIONS ON
EVOLUTIONARY COMPUTATION marks an important point

in the history of the rapidly growing field of evolutionary
computation, and we are glad to participate in this event.
In preparation for this summary, we strove to provide a
comprehensive review of both the history and the state
of the art in the field for both the novice and the expert
in evolutionary computation. Our selections of material
are necessarily subjective, and we regret any significant
omissions.

Although the origins of evolutionary computation can be
traced back to the late 1950's (see e.g., the influencing works
of Bremermann [1], Friedberg [2], [3], Box [4], and others),
the field remained relatively unknown to the broader scientific
community for almost three decades. This was largely due
to the lack of available powerful computer platforms at that
time, but also due to some methodological shortcomings of
those early approaches (see, e.g., Fogel [5, p. 103]).

The fundamental work of Holland [6], Rechenberg [7],
Schwefel [8], and Fogel [9] served to slowly change this pic-
ture during the 1970's, and we currently observe a remarkable
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and steady (still exponential) increase in the number of pub-
lications (see, e.g., the bibliography of [10]) and conferences
in this field, a clear demonstration of the scientific as well as
economic relevance of this subject matter.

But what are the benefits of evolutionary computation
(compared to other approaches) which may justify the effort
invested in this area? We argue that the most significant advan-
tage of using evolutionary search lies in the gain of flexibility
and adaptability to the task at hand, in combination with robust
performance (although this depends on the problem class) and
global search characteristics. In fact, evolutionary computation
should be understood as a general adaptable concept for
problem solving, especially well suited for solving difficult
optimization problems, rather than a collection of related and
ready-to-use algorithms.

The majority of current implementations of evolutionary
algorithms descend from three strongly related but indepen-
dently developed approaches: genetic algorithms, evolutionary
programming, and evolution strategies.

Genetic algorithms, introduced by Holland [6], [II] , [12],
and subsequently studied by De Jong [13]—[16], Goldberg
[17]-[21], and others such as Davis [22], Eshelman [23], [24],
Forrest [25], Grefenstette [26]-[29], Koza [30], [31], Mitchell
[32], Riolo [33], [34], and Schaffer [35]-[37], to name only
a few, have been originally proposed as a general model of
adaptive processes, but by far the largest application of the
techniques is in the domain of optimization [15], [16]. Since
this is true for all three of the mainstream algorithms presented
in this paper, we will discuss their capabilities and performance
mainly as optimization strategies.

Evolutionary programming, introduced by Fogel [9], [38]
and extended in Burgin [39], [40], Atmar [41], Fogel
[42]-[44], and others, was originally offered as an attempt
to create artificial intelligence. The approach was to evolve
finite state machines (FSM) to predict events on the basis of
former observations. An FSM is an abstract machine which
transforms a sequence of input symbols into a sequence of
output symbols. The transformation depends on a finite set of
states and a finite set of state transition rules. The performance
of an FSM with respect to its environment might then be
measured on the basis of the machine's prediction capability,
i.e., by comparing each output symbol with the next input
symbol and measuring the worth of a prediction by some
payoff function.

Evolution strategies, as developed by Rechenberg [45], [46]
and Schwefel [47], [48], and extended by Herdy [49], Kursawe
[50], Ostermeier [51], [52], Rudolph [53], Schwefel [54], and
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others, were initially designed with the goal of solving difficult
discrete and continuous, mainly experimental [55], parameter
optimization problems.

During the 1980's, advances in computer performance en-
abled the application of evolutionary algorithms to solve
difficult real-world optimization problems, and the solutions
received a broader audience. In addition, beginning in 1985, in-
ternational conferences on the techniques were offered (mainly
focusing on genetic algorithms [56]-[61], with an early em-
phasis on evolutionary programming [62]-[66], as small work-
shops on theoretical aspects of genetic algorithms [67]-[69],
as a genetic programming conference [70], with the gen-
eral theme of problem solving methods gleaned from nature
[71]—[74], and with the general topic of evolutionary computa-
tion [75]—[78]). But somewhat surprisingly, the researchers in
the various disciplines of evolutionary computation remained
isolated from each other until the meetings in the early 1990' s
[59], [63], [71].

The remainder of this paper is intended as an overview
of the current state of the field. We cannot claim that this
overview is close to complete. As good starting points for
further studies we recommend [5], [18], [22], [31], [32],
[48], and [79]-[82]. In addition moderated mailing lists1 and
newsgroups2 allow one to keep track of current events and
discussions in the field.

In the next section we describe the application domain of
evolutionary algorithms and contrast them with the traditional
approach of mathematical programming.

II. OPTIMIZATION, EVOLUTIONARY COMPUTATION,

AND MATHEMATICAL PROGRAMMING

In general, an optimization problem requires finding a
setting x e M of free parameters of the system under
consideration, such that a certain quality criterion / : M -> R
(typically called the objective function) is maximized (or,
equivalently, minimized)

f(x) -> max. (1)

The objective function might be given by real-world systems
of arbitrary complexity. The solution to the global opti-
mization problem (1) requires finding a vector x* such that
Vf € M: f(x) < /(£*) = /*. Characteristics such as
multimodality, i.e., the existence of several local maxima x
with

3e > O:\fxe M: p{x, x ) < e =» f{x) < / ( f ) (2)

(where p denotes a distance measure on M), constraints, i.e.,
restrictions on the set M by functions gy. M ~> 1R such that
the set of feasible solutions F C M i s only a subset of the
domain of the variables

F = { x e M | f l 3 - ( £ ) > 0 V j } (3)

and other factors, such as large dimensionality, strong non-
linearities, nondifferentiability, and noisy and time-varying

JFor example, GA-List-Request@AIC.NRL.NAVY.MIL and EP-List-
Request@magenta.me.fau.edu.

2 For example, comp.ai.genetic.

objective functions, frequently lead to difficult if not unsolv-
able optimization tasks (see [83, p. 6]). But even in the latter
case, the identification of an improvement of the currently
known best solution through optimization is often already a big
success for practical problems, and in many cases evolutionary
algorithms provide an efficient and effective method to achieve
this.

Optimization problems occur in many technical, economic,
and scientific projects, like cost-, time-, and risk-minimization
or quality-, profit-, and efficiency-maximization [10], [22] (see
also [80, part G]). Thus, the development of general strategies
is of great value.

In real-world situations the objective function / and the
constraints gj are often not analytically treatable or are even
not given in closed form, e.g., if the function definition is
based on a simulation model [84], [85].

The traditional approach in such cases is to develop a formal
model that resembles the original functions close enough but is
solvable by means of traditional mathematical methods such as
linear and nonlinear programming. This approach most often
requires simplifications of the original problem formulation.
Thus, an important aspect of mathematical programming lies
in the design of the formal model.

No doubt, this approach has proven to be very successful
in many applications, but has several drawbacks which mo-
tivated the search for novel approaches, where evolutionary
computation is one of the most promising directions. The
most severe problem is that, due to oversimplifications, the
computed solutions do not solve the original problem. Such
problems, e.g., in the case of simulation models, are then often
considered unsolvable.

The fundamental difference in the evolutionary computation
approach is to adapt the method to the problem at hand. In our
opinion, evolutionary algorithms should not be considered as
off-the-peg, ready-to-use algorithms but rather as a general
concept which can be tailored to most of the real-world
applications that often are beyond solution by means of
traditional methods. Once a successful EC-framework has been
developed it can be incrementally adapted to the problem
under consideration [86], to changes of the requirements of
the project, to modifications of the model, and to the change
of hardware resources.

(3)

III. THE STRUCTURE OF AN EVOLUTIONARY ALGORITHM

Evolutionary algorithms mimic the process of natural evo-
lution, the driving process for the emergence of complex and
well-adapted organic structures. To put it succinctly and with
strong simplifications, evolution is the result of the interplay
between the creation of new genetic information and its
evaluation and selection. A single individual of a population
is affected by other individuals of the population (e.g., by
food competition, predators, and mating), as well as by the
environment (e.g., by food supply and climate). The better an
individual performs under these conditions the greater is the
chance for the individual to live for a longer while and generate
offspring, which in turn inherit the (disturbed) parental genetic
information. Over the course of evolution, this leads to a
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penetration of the population with the genetic information
of individuals of above-average fitness. The nondeterministic
nature of reproduction leads to a permanent production of
novel genetic information and therefore to the creation of
differing offspring (see [5], [79], and [87J for more details).

This neo-Darwinian model of organic evolution is reflected
by the structure of the following general evolutionary algo-
rithm.

Algorithm 1:

t:=0;
initialize P(t);
evaluate P(t);
while not terminate do

P'(t) := variation [P{t)};
evaluate [P'(t)};
P(t+1) := select [P'(t)UQ];
t:=t + l;

od

In this algorithm, P(t) denotes a population of (/, individuals
at generation t. Q is a special set of individuals that might
be considered for selection, e.g., Q = P(t) (but Q =
0 is possible as well). An offspring population P'(t) of
size A is generated by means of variation operators such as
recombination and/or mutation (but others such as inversion
[11, pp. 106-109] are also possible) from the population P(t).
The offspring individuals are then evaluated by calculating the
objective function values f(xk) for each of the solutions Xk
represented by individuals in P'{i), and selection based on
the fitness values is performed to drive the process toward
better solutions. It should be noted that A = 1 is possible,
thus including so-called steady-state selection schemes [88],
[89] if used in combination with Q = P(t). Furthermore, by
choosing 1 < A < y, an arbitrary value of the generation
gap [90] is adjustable, such that the transition between strictly
generational and steady-state variants of the algorithm is also
taken into account by the formulation offered here. It should
also be noted that A > \L, i.e., a reproduction surplus, is the
normal case in nature.

IV. DESIGNING AN EVOLUTIONARY ALGORITHM

As mentioned, at least three variants of evolutionary al-
gorithms have to be distinguished: genetic algorithms, evo-
lutionary programming, and evolution strategies. From these
("canonical") approaches innumerable variants have been de-
rived. Their main differences lie in:

• the representation of individuals;
• the design of the variation operators (mutation and/or

recombination);
• the selection/reproduction mechanism.
In most real-world applications the search space is defined

by a set of objects, e.g., processing units, pumps, heaters,
and coolers of a chemical plant, each of which have different
parameters such as energy consumption, capacity, etc. Those
parameters which are subject to optimization constitute the
so-called phenotype space. On the other hand the genetic

selection

phenotype space,
search space M

decoding function h'

genotype space,
genetic
representation

Fig. I. The relation of genotype space and phenotype space [5, p. 39],

operators often work on abstract mathematical objects like
binary strings, the genotype space. Obviously, a mapping or
coding function between the phenotype and genotype space is
required. Fig. 1 sketches the situation (see also [5, pp. 38—43]).

In general, two different approaches can be followed. The
first is to choose one of the standard algorithms and to design
a decoding function according to the requirements of the
algorithm. The second suggests designing the representation
as close as possible to the characteristics of the phenotype
space, almost avoiding the need for a decoding function.

Many empirical and theoretical results are available for the
standard instances of evolutionary algorithms, which is clearly
an important advantage of the first approach, especially with
regard to the reuse and parameter setting of operators. On
the other hand, a complex coding function may introduce
additional nonlinearities and other mathematical difficulties
which can hinder the search process substantially [79, pp.
221-227], [82, p. 97].

There is no general answer to the question of which one of
the two approaches mentioned above to follow for a specific
project, but many practical applications have shown that the
best solutions could be found after imposing substantial mod-
ifications to the standard algorithms [86]. We think that most
practitioners prefer natural, problem-related representations.
Michalewicz [82, p. 4] offers:

It seems that a "natural" representation of a potential
solution for a given problem plus a family of appli-
cable "genetic" operators might be quite useful in the
approximation of solutions of many problems, and this
nature-modeled approach . . . is a promising direction for
problem solving in general.
Furthermore, many researchers also use hybrid algorithms,

i.e., combinations of evolutionary search heuristics and tradi-
tional as well as knowledge-based search techniques [22, p.
56], [91], [92].

It should be emphasized that all this becomes possible
because the requirements for the application of evolution-
ary heuristics are so modest compared to most other search
techniques. In our opinion, this is one of the most important
strengths of the evolutionary approach and one of the rea-
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sons for the popularity evolutionary computation has gained

throughout the last decade.

A. The Representation

Surprisingly, despite the fact that the representation prob-
lem, i.e., the choice or design of a well-suited genetic represen-
tation for the problem under consideration, has been described
by many researchers [82], [93], [94] only few a publications
explicitly deal with this subject except for specialized research
directions such as genetic programming [31], [95], [96] and the
evolution of neural networks [97], [98].

Canonical genetic algorithms use a binary representation of
individuals as fixed-length strings over the alphabet {0, 1}
[11], such that they are well suited to handle pseudo-Boolean
optimization problems of the form

/:{o,i}£-m. (4)

Sticking to the binary representation, genetic algorithms of-
ten enforce the utilization of encoding and decoding functions
h\M-* {0, I}1 and ti\ {0, 1 } ' -* M that facilitate mapping
solutions x € M to binary strings h(x) e {0, 1}£ and vice
versa, which sometimes requires rather complex mappings h
and h!. In case of continuous parameter optimization problems,
for instance, genetic algorithms typically represent a real-
valued vector x E R " by a binary string y G {0, I}1 as
follows: the binary string is logically divided into n segments
of equal length I1 (i.e., t = n • H!\ each segment is decoded to
yield the corresponding integer value, and the integer value
is in turn linearly mapped to the interval [ui, V{] C R
(corresponding with the zth segment of the binary string) of
real values [18].

The strong preference for using binary representations of
solutions in genetic algorithms is derived from schema theory
[11], which analyzes genetic algorithms in terms of their
expected schema sampling behavior under the assumption
that mutation and recombination are detrimental. The term
schema denotes a similarity template that represents a subset of
{0, 1}*, and the schema theorem of genetic algorithms offers
that the canonical genetic algorithm provides a near-optimal
sampling strategy (in terms of minimizing expected losses)
for schemata by increasing the number of well-performing,
short (i.e., with small distance between the left-most and right-
most defined position), and low-order (i.e., with few specified
bits) schemata (so-called building blocks) over subsequent
generations (see [18] for a more detailed introduction to the
schema theorem). The fundamental argument to justify the
strong emphasis on binary alphabets is derived from the fact
that the number of schemata is maximized for a given finite
number of search points under a binary alphabet [18, pp.
40-41]. Consequently, the schema theory presently seems to
favor binary representations of solutions (but see [99] for an
alternative view and [100] for a transfer of schema theory to
5-expression representations used in genetic programming).

Practical experience, as well as some theoretical hints re-
garding the binary encoding of continuous object variables
[101]—[105], however, indicate that the binary representation
has some disadvantages. The coding function might introduce

an additional multimodality, thus making the combined objec-
tive function / = / ' o h! (where / ' : M —> R ) more complex
than the original problem / ' was. In fact, the schema theory
relies on approximations [11, pp. 78-83] and the optimization
criterion to minimize the overall expected loss (corresponding
to the sum of all fitness values of all individuals ever sampled
during the evolution) rather than the criterion to maximize the
best fitness value ever found [15]. In concluding this brief
excursion into the theory of canonical genetic algorithms, we
would like to emphasize the recent work by Vose [106]—[109]
and others [110], [111] on modeling genetic algorithms by
Markov chain theory. This approach has already provided
a remarkable insight into their convergence properties and
dynamical behavior and led to the development of so-called
executable models that facilitate the direct simulation of ge-
netic algorithms by Markov chains for problems of sufficiently
small dimension [112], [113].

In contrast to genetic algorithms, the representation in
evolution strategies and evolutionary programming is directly
based on real-valued vectors when dealing with continuous
parameter optimization problems of the general form

/ : M C R n -> R. (5)

Both methods have originally been developed and are also
used, however, for combinatorial optimization problems [42],
[43], [55]. Moreover, since many real-world problems have
complex search spaces which cannot be mapped "canonically"
to one of the representations mentioned so far, many strategy
variants, e.g., for integer [114], mixed-integer [115], structure
optimization [116], [117], and others [82, ch. 10], have been
introduced in the literature, but exhaustive comparative studies
especially for nonstandard representations are still missing.
The actual development of the field is characterized by a
progressing integration of the different approaches, such that
the utilization of the common labels "genetic algorithm,"
"evolution strategy," and "evolutionary programming" might
be sometimes even misleading.

B. Mutation

Of course, the design of variation operators has to obey the
mathematical properties of the chosen representation, but there
are still many degrees of freedom.

Mutation in genetic algorithms was introduced as a ded-
icated "background operator" of small importance (see [11,
pp. 109-111]). Mutation works by inverting bits with very
small probability such as pm = 0.001 [13], pm 6 [0.005, 0.01)
[118], or pm = 1/i [119], [120]. Recent studies have im-
pressively clarified, however, that much larger mutation rates,
decreasing over the course of evolution, are often helpful with
respect to the convergence reliability and velocity of a genetic
algorithm [101], [121], and that even self-adaptive mutation
rates are effective for pseudo-Boolean problems [122]—[124].

Originally, mutation in evolutionary programming was im-
plemented as a random change (or multiple changes) of the
description of the finite state machines according to five dif-
ferent modifications: change of an output symbol, change of a
state transition, addition of a state, deletion of a state, or change
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(a) (b) (c)

Fig. 2. Two-dimensional contour plot of the effect of the mutation operator in case of self-adaptation of (a) a single step size, (b) n step sizes, and (c)
covariances. x* denotes the optimizer. The ellipses represent one line of equal probability to place an offspring that is generated by mutation from the parent
individual located at the center of the ellipses. Five sample individuals are shown in each of the plots.

of the initial state. The mutations were typically performed
with uniform probability, and the number of mutations for a
single offspring was either fixed or also chosen according to
a probability distribution. Currently, the most frequently used
mutation scheme as applied to real-valued representations is
very similar to that of evolution strategies.

In evolution strategies, the individuals consist of object
variables X{ € R (1 < i < n) and so-called strategy
parameters, which are discussed in the next section. Mutation
is then performed independently on each vector element by
adding a normally distributed random value with expectation
zero and standard deviation a (the notation Ni(-, •) indicates
that the random variable is sampled anew for each value of
the index i)

x'^Xi + a • JVj(O, 1). (6)

This raises the question of how to control the so-called step
size a of (6), which is discussed in the next section.

C. Self-Adaptation

In [125] Schwefel introduced an endogenous mechanism
for step-size control by incorporating these parameters into
the representation in order to facilitate the evolutionary self-
adaptation of these parameters by applying evolutionary op-
erators to the object variables and the strategy parameters for
mutation at the same time, i.e., searching the space of solutions
and strategy parameters simultaneously. This way, a suitable
adjustment and diversity of mutation parameters should be
provided under arbitrary circumstances.

More formally, an individual a = (x, a) consists of object
variables x 6 R n and strategy parameters a 6 1R+. The
mutation operator works by adding a normally distributed
random vector z G IRn with z\ ~ N(0, a2) (i.e., the
components of z are normally distributed with expectation
zero and variance af).

The effect of mutation is now defined as

O\=<J{. exp[r' • iV(0, 1) + r • ^ ( 0 , 1)] (7)

x'i=Xi + a[ • Ni(0, 1) (8)

where r' oc (x/^n)"1 and r a (y/2y/n)-1.
This mutation scheme, which is most frequently used in

evolution strategies, is schematically depicted (for n = 2)

in the middle of Fig. 2. The locations of equal probability
density for descendants are concentric hyperellipses (just one
is depicted in Fig. 2) around the parental midpoint. In the case
considered here, i.e., up to n variances, but no covariances, the
axes of the hyperellipses are congruent with the coordinate
axes.

Two modifications of this scheme have to be mentioned: a
simplified version uses just one step-size parameter for all of
the object variables. In this case the hyperellipses are reduced
to hyperspheres, as depicted in the left part of Fig. 2. A more
elaborate correlated mutation scheme allows for the rotation
of hyperellipses, as shown in the right part of Fig. 2. This
mechanism aims at a better adaptation to the topology of the
objective function (for details, see [79]).

The settings for the learning rates r and r' are recom-
mended as upper bounds for the choice of these parameters
(see [126, pp. 167-168]), but one should have in mind that,
depending on the particular topological characteristics of the
objective function, the optimal setting of these parameters
might differ from the values proposed. For the case of one self-
adaptable step size, however, Beyer has recently theoretically
shown that, for the sphere model (a quadratic bowl), the setting
ro oc \j\fn is the optimal choice, maximizing the convergence
velocity [127].

The amount of information included into the individuals
by means of the self-adaptation principle increases from the
simple case of one standard deviation up to the order of
n2 additional parameters, which reflects an enormous degree
of freedom for the internal models of the individuals. This
growing degree of freedom often enhances the global search
capabilities of the algorithm at the cost of the expense in
computation time, and it also reflects a shift from the precise
adaptation of a few strategy parameters (as in case of one
step size) to the exploitation of a large diversity of strategy
parameters. In case of correlated mutations, Rudolph [128]
has shown that an approximation of the Hessian could be
computed with an upper bound of fj, + A = (n2 -f 3n + 4)/2
on the population size, but the typical population sizes \L = 15
and A = 100, independently of n, are certainly not sufficient
to achieve this.

The choice of a logarithmic normal distribution for the
modification of the standard deviations O{ is presently
also acknowledged in evolutionary programming literature
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[129]—[131]. Extensive empirical investigations indicate some
advantage of this scheme over the original additive self-
adaptation mechanism introduced independently (but about
20 years later than in evolution strategies) in evolutionary
programming [132] where

c[ = Oi • [ 1 + a • JV(O, 1)] (9)

(with a setting of a « 0.2 [131]). Recent preliminary inves-
tigations indicate, however, that this becomes reversed when
noisy objective functions are considered, where the additive
mechanism seems to outperform multiplicative modifications
[133].

A study by Gehlhaar and Fogel [134] also indicates that the
order of the modifications of X{ and <Ji has a strong impact
on the effectiveness of self-adaptation: It appears important
to mutate the standard deviations first and to use the mutated
standard deviations for the modification of object variables.
As the authors point out in that study, the reversed mechanism
might suffer from generating offspring that have useful object
variable vectors but poor strategy parameter vectors because
these have not been used to determine the position of the
offspring itself.

More work needs to be performed, however, to achieve any
clear understanding of the general advantages or disadvantages
of one self-adaptation scheme compared to the other mecha-
nisms. A recent theoretical study by Beyer presents a first step
toward this goal [127]. In this work, the author shows that
the self-adaptation principle works for a variety of different
probability density functions for the modification of the step
size, i.e., it is an extremely robust mechanism. Moreover, [127]
clarifies that (9) is obtained from the corresponding equation
for evolution strategies with one self-adaptable step size by
Taylor expansion breaking off after the linear term, such that
both methods behave equivalently for small settings of the
learning rates r and a, when r = a. This prediction was
confirmed perfectly by an experiment reported in [135].

Apart from the early work by Schaffer and Morishima [37],
self-adaptation has only recently been introduced in genetic
algorithms as a mechanism for evolving the parameters of
variation operators. In [37], punctuated crossover was offered
as a method for adapting both the number and position
of crossover points for a multipoint crossover operator in
canonical genetic algorithms. Although this approach seemed
promising, the operator has not been used widely. A simpler
approach toward self-adapting the crossover operator was
presented by Spears [136], who allowed individuals to choose
between two-point crossover and uniform crossover by means
of a self-adaptable operator choice bit attached to the rep-
resentation of individuals. The results indicated that, in case
of crossover operators, rather than adapting to the single best
operator for a given problem, the mechanism seems to benefit
from the existing diversity of operators available for crossover.

Concerning the mutation operator in genetic algorithms,
some effort to facilitate self-adaptation of the mutation rate
has been presented by Smith and Fogarty [123], based on
earlier work by Back [137], These approaches incorporate the
mutation rate pm e [0, 1] into the representation of individuals
and allow for mutation and recombination of the mutation rate

in the same way as the vector of binary variables is evolved.
The results reported in [123] demonstrate that the mechanism
yields a significant improvement in performance of a canonical
genetic algorithm on the test functions used.

D. Recombination

The variation operators of canonical genetic algorithms,
mutation, and recombination are typically applied with a
strong emphasis on recombination. The standard algorithm
performs a so-called one-point crossover, where two indi-
viduals are chosen randomly from the population, a position
in the bitstrings is randomly determined as the crossover
point, and an offspring is generated by concatenating the
left substring of one parent and the right substring of the
other parent. Numerous extensions of this operator, such as
increasing the number of crossover points [138], uniform
crossover (each bit is chosen randomly from the corresponding
parental bits) [139], and others, have been proposed, but
similar to evolution strategies no generally useful recipe for
the choice of a recombination operator can be given. The
theoretical analysis of recombination is still to a large extent
an open problem. Recent work on multi-parent recombination,
where more than two individuals participate in generating a
single offspring individual, clarifies that this generalization
of recombination might yield a performance improvement
in many application examples [140]-[142]. Unlike evolution
strategies, where it is either utilized for the creation of all
members of the intermediate population (the default case) or
not at all, the recombination operator in genetic algorithms is
typically applied with a certain probability pc, and commonly
proposed settings of the crossover probability are pc = 0.6
[13] andp c 6 [0.75,0.95] [118].

In evolution strategies recombination is incorporated into
the main loop of the algorithm as the first operator (see
Algorithm 1) and generates a new intermediate population of
A individuals by A-fold application to the parent population,
creating one individual per application from Q (1 < Q < /i)
individuals. Normally, Q = 2 or Q = \i (so-called global
recombination) are chosen. The recombination types for object
variables and strategy parameters in evolution strategies often
differ from each other, and typical examples are discrete re-
combination (random choices of single variables from parents,
comparable to uniform crossover in genetic algorithms) and
intermediary recombination (often arithmetic averaging, but
other variants such as geometrical crossover [143] are also
possible). For further details on these operators, see [79].

The advantages or disadvantages of recombination for a
particular objective function can hardly be assessed in advance,
and certainly no generally useful setting of recombination op-
erators (such as the discrete recombination of object variables
and global intermediary of strategy parameters as we have
claimed in [79, pp. 82-83]) exists. Recently, Kursawe has
impressively demonstrated that, using an inappropriate setting
of the recombination operator, the (15 100)-evolution strategy
with n self-adaptable variances might even diverge on a sphere
model for n = 100 [144]. Kursawe shows that the appropriate
choice of the recombination operator not only depends on
the objective function topology, but also on the dimension of
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the objective function and the number of strategy parameters
incorporated into the individuals. Only recently, Rechenberg
[46] and Beyer [142] presented first results concerning the
convergence velocity analysis of global recombination in case
of the sphere model. These results clarify that, for using one
(rather than n as in Kursawe's experiment) optimally chosen
standard deviation a, a ^-fold speedup is achieved by both
recombination variants. Beyer's interpretation of the results,
however, is somewhat surprising because it does not put down
the success of this operator on the existence of building blocks
which are usefully rearranged in an offspring individual, but
rather explains it as a genetic repair of the harmful parts of
mutation.

Concerning evolutionary programming, a rash statement
based on the common understanding of the contending struc-
tures as individuals would be to claim that evolutionary
programming simply does not use recombination. Rather than
focusing on the mechanism of sexual recombination, however,
Fogel [145] argues that one may examine and simulate its
functional effect and correspondingly interpret a string of
symbols as a reproducing population or species, thus making
recombination a nonissue (refer to [145] for philosophical
reasons underlining this choice).

E. Selection

Unlike the variation operators which work on the genetic
representation, the selection operator is based solely on the
fitness values of the individuals.

In genetic algorithms, selection is typically implemented
as a probabilistic operator, using the relative fitness p{3i) =
/("»)/ !Cj=i / (*i) t 0 determine the selection probability of
an individual Si {proportional selection). This method re-
quires positive fitness values and a maximization task, so that
scaling Junctions are often utilized to transform the fitness
values accordingly (see, e.g., [18, p. 124]). Rather than using
absolute fitness values, rank-based selection methods utilize
the indexes of individuals when ordered according to fitness
values to calculate the corresponding selection probabilities.
Linear [146] as well as nonlinear [82, p. 60] mappings have
been proposed for this type of selection operator. Tournament
selection [147] works by taking a random uniform sample
of a certain size q > 1 from the population, selecting the
best of these q individuals to survive for the next generation,
and repeating the process until the new population is filled.
This method gains increasing popularity because it is easy
to implement, computationally efficient, and allows for fine-
tuning the selective pressure by increasing or decreasing the
tournament size q. For an overvie'w of selection methods
and a characterization of their selective pressure in terms of
numerical measures, the reader should consult [148] and [149].
While most of these selection operators have been introduced
in the framework of a generational genetic algorithm, they
can also be used in combination with the steady-state and
generation gap methods outlined in Section III.

The (/z, A)-evolution strategy uses a deterministic selection
scheme. The notation (n, A) indicates that /i parents create
A > \i offspring by means of recombination and mutation,
and the best \i offspring individuals are deterministically

selected to replace the parents (in this case, Q = 0 in
Algorithm 1). Notice that this mechanism allows that the
best member of the population at generation t + 1 might
perform worse than the best individual at generation t, i.e.,
the method is not elitist, thus allowing the strategy to accept
temporary deteriorations that might help to leave the region of
attraction of a local optimum and reach a better optimum. In
contrast, the (}.i -f- A) strategy selects the /i survivors from
the union of parents and offspring, such that a monotonic
course of evolution is guaranteed [Q = P(t) in Algorithm
1]. Due to recommendations by Schwefel, however, the (//, A)
strategy is preferred over the (/x + A) strategy, although recent
experimental findings seem to indicate that the latter performs
as well as or better than the (//. A) strategy in many practical
cases [134]. It should also be noted that both schemes can be
interpreted as instances of the general (/x, «, A) strategy, where
1 < K < oo denotes the maximum life span (in generations)
of an individual. For « = 1, the selection method yields the
(/z, A) strategy, while it turns into the (/i + A) strategy for
K = oo [54].

A minor difference between evolutionary programming and
evolution strategies consists in the choice of a probabilistic
variant of (/x + A) selection in evolutionary programming,
where each solution out of offspring and parent individuals is
evaluated against q > 1 (typically, q < 10) other randomly
chosen solutions from the union of parent and offspring
individuals [Q = P(t) in Algorithm lj. For each comparison,
a "win" is assigned if an individual's score is better or
equal to that of its opponent, and the /x individuals with the
greatest number of wins are retained to be parents of the next
generation. As shown in [79, pp. 96-99], this selection method
is a probabilistic version of (fi + A) selection which becomes
more and more deterministic as the number q of competitors
is increased. Whether or not a probabilistic selection scheme
should be preferable over a deterministic scheme remains an
open question.

Evolutionary algorithms can easily be ported to parallel
computer architectures [150], [151]. Since the individuals can
be modified and, most importantly, evaluated independently
of each other, we should expect a speed-up scaling linear
with the number of processing units p as long as p does
not exceed the population size /x. But selection operates on
the whole population so this operator eventually slows down
the overall performance, especially for massively parallel
architectures where p > fi. This observation motivated the
development of parallel algorithms using local selection within
subpopulations like in migration models [531, [152] or within
small neighborhoods of spatially arranged individuals like in
diffusion models [153]—[156] (also called cellular evolutionary
algorithms [157]—[159]). It can be observed that local selection
techniques not only yield a considerable speed-up on parallel
architectures, but also improve the robustness of the algorithms
[46], [116], [160].

F. Other Evolutionary Algorithm Variants

Although it is impossible to present a thorough overview
of all variants of evolutionary computation here, it seems
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appropriate to explicitly mention order-based genetic algo-
rithms [18], [82], classifier systems [161], [162], and genetic
programming [31], [70], [81], [163] as branches of genetic
algorithms that have developed into their own directions of
research and application. The following overview is restricted
to a brief statement of their domain of application and some
literature references:

• Order-based genetic algorithms were proposed for
searching the space of permutations n: {1, • • •, n } —>
{1, • • •, n) directly rather than using complex decoding
functions for mapping binary strings to permutations
and preserving feasible permutations under mutation and
crossover (as proposed in [164]). They apply specialized
recombination (such as order crossover or partially
matched crossover) and mutation operators (such as
random exchanges of two elements of the permutation)
which preserve permutations (see [82, ch. 10] for an
overview).

• Classifier systems use an evolutionary algorithm to search
the space of production rules (often encoded by strings
over a ternary alphabet, but also sometimes using sym-
bolic rules [165]) of a learning system capable of in-
duction and generalization [18, ch. 6], [161], [166],
[167]. Typically, the Michigan approach and the Pitts-
burgh approach are distinguished according to whether
an individual corresponds with a single rule of the rule-
based system (Michigan) or with a complete rule base
(Pittsburgh).

• Genetic programming applies evolutionary search to the
space of tree structures which may be interpreted as
computer programs in a language suitable to modification
by mutation and recombination. The dominant approach
to genetic programming uses (a subset of) LISP programs
(S expressions) as genotype space [31], [163], but other
programming languages including machine code are also
used (see, e.g., [70], [81], and [168]).

Throughout this section we made the attempt to compare
the constituents of evolutionary algorithms in terms of their
canonical forms. But in practice the borders between these
approaches are much more fluid. We can observe a steady evo-
lution in this field by modifying (mutating), (re)combining, and
validating (evaluating) the current approaches, permanently
improving the population of evolutionary algorithms.

V. APPLICATIONS

Practical application problems in fields as diverse as engi-
neering, natural sciences, economics, and business (to mention
only some of the most prominent representatives) often exhibit
a number of characteristics that prevent the straightforward
application of standard instances of evolutionary algorithms.
Typical problems encountered when developing an evolution-
ary algorithm for a practical application include the following.

1) A suitable representation and corresponding operators
need to be developed when the canonical representation
is different from binary strings or real-valued vectors.

2) Various constraints need to be taken into account by
means of a suitable method (ranging from penalty func-

tions to repair algorithms, constraint-preserving opera-
tors, and decoders; see [169] for an overview).

3) Expert knowledge about the problem needs to be incor-
porated into the representation and the operators in order
to guide the search process and increase its convergence
velocity—without running into the trap, however, of
being confused and misled by expert beliefs and habits
which might not correspond with the best solutions.

4) An objective function needs to be developed, often in
cooperation with experts from the particular application
field.

5) The parameters of the evolutionary algorithm need to be
set (or tuned) and the feasibility of the approach needs to
be assessed by comparing the results to expert solutions
(used so far) or, if applicable, solutions obtained by other
algorithms.

Most of these topics require experience with evolutionary
algorithms as well as cooperation between the application's
expert and the evolutionary algorithm expert, and only few
general results are available to guide the design of the al-
gorithm (e.g., representation-independent recombination and
mutation operators [170], [171], the requirement that small
changes by mutation occur more frequently than large ones
[48], [172], and a quantification of the selective pressure im-
posed by the most commonly used selection operators [149]).
Nevertheless, evolutionary algorithms often yield excellent
results when applied to complex optimization problems where
other methods are either not applicable or turn out to be
unsatisfactory (a variety of examples can be found in [80]).

Important practical problem classes where evolutionary al-
gorithms yield solutions of high quality include engineering
design applications involving continuous parameters (e.g.,
for the design of aircraft [173], [174] structural mechanics
problems based on two-dimensional shape representations
[175], electromagnetic systems [176], and mobile manipula-
tors [177], [178]), discrete parameters (e.g., for multiplierless
digital filter optimization [179], the design of a linear collider
[180], or nuclear reactor fuel arrangement optimization [181]),
and mixed-integer representations (e.g., for the design of
survivable networks [182] and optical multilayer systems
[115]). Combinatorial optimization problems with a straight-
forward binary representation of solutions have also been
treated successfully with canonical genetic algorithms and
their derivatives (e.g., set partitioning and its application to
airline crew scheduling [183], knapsack problems [184], [185],
and others [186]). Relevant applications to combinatorial prob-
lems utilizing a permutation representation of solutions are
also found in the domains of scheduling (e.g., production
scheduling [187] and related problems [188]), routing (e.g.,
of vehicles [189] or telephone calls [190]), and packing (e.g.,
of pallets on a truck [191]).

The existing range of successful applications is extremely
broad, thus by far preventing an exhaustive overview—the
list of fields and example applications should be taken as a
hint for further reading rather than a representative overview.
Some of the most challenging applications with a large profit
potential are found in the field of biochemical drug design,
where evolutionary algorithms have gained remarkable interest
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and success in the past few years as an optimization proce-
dure to support protein engineering [134], [192]—[194]. Also,
finance and business provide a promising field of profitable
applications [195], but of course few details are published
about this work (see, e.g., [196]). In fact, the relation between
evolutionary algorithms and economics has found increasing
interest in the past few years and is now widely seen as a
promising modeling approach for agents acting in a complex,
uncertain situation [197].

In concluding this section, we refer to the research field of
computational intelligence (see Section VI for details) and the
applications of evolutionary computation to the other main
fields of computational intelligence, namely fuzzy logic and
neural networks. An overview of the utilization of genetic
algorithms to train and construct neural networks is given in
[198], and of course other variants of evolutionary algorithms
can also be used for this task (see e.g., [199] for an evolution-
ary programming, [200] for an evolution strategy example, and
[97] and [201 ] for genetic algorithm examples). Similarly, both
the rule base and membership functions of fuzzy systems can
be optimized by evolutionary algorithms, typically yielding
improvements of the performance of the fuzzy system (e.g.,
[202]-[206]). The interaction of computational intelligence
techniques and hybridization with other methods such as
expert systems and local optimization techniques certainly
opens a new direction of research toward hybrid systems
that exhibit problem solving capabilities approaching those
of naturally intelligent systems in the future. Evolutionary
algorithms, seen as a technique to evolve machine intelligence
(see [5]), are one of the mandatory prerequisites for achieving
this goal by means of algorithmic principles that are already
working quite successfully in natural evolution [207].

VI. SUMMARY AND OUTLOOK

To summarize, the current state of evolutionary computation
research can be characterized as in the following.

• The basic concepts have been developed more than 35
years ago, but it took almost two decades for their
potential to be recognized by a larger audience.

• Application-oriented research in evolutionary computa-
tion is quite successful and almost dominates the field (if
we consider the majority of papers). Only few potential
application domains could be identified, if any, where
evolutionary algorithms have not been tested so far. In
many cases they have been used to produce good, if not
superior, results.

• In contrast, the theoretical foundations are to some extent
still weak. To say it more pithy: "We know that they
work, but we do not know why." As a consequence,
inexperienced users fall into the same traps repeatedly,
since there are only few rules of thumb for the design
and parameterization of evolutionary algorithms.

A constructive approach for the synthesis of evolution-
ary algorithms, i.e., the choice or design of the represen-
tations, variation operators, and selection mechanisms is
needed. But first investigations pointing in the direction of
design principles for representation-independent operators

are encouraging [171], as well, as is the work on complex
nonstandard representations such as in the field of genetic
programming.

• Likewise, the field still lacks a sound formal charac-
terization of the application domain and the limits of
evolutionary computation. This requires future efforts in
the field of complexity theory.

There exists a strong relationship between evolutionary
computation and some other techniques, e.g., fuzzy logic and
neural networks, usually regarded as elements of artificial
intelligence. Following Bezdek [208], their main common
characteristic lies in their numerical knowledge representation,
which differentiates them from traditional symbolic artificial
intelligence. Bezdek suggested the term computational intelli-
gence for this special branch of artificial intelligence with the
following characteristics3:

1) numerical knowledge representation;
2) adaptability;
3) fault tolerance;
4) processing speed comparable to human cognition pro-

cesses;
5) error rate optimality (e.g., with respect to a Bayesian

estimate of the probability of a certain error on future
data).

We regard computational intelligence as one of the most
innovative research directions in connection with evolutionary
computation, since we may expect that efficient, robust, and
easy-to-use solutions to complex real-world problems will be
developed on the basis of these complementary techniques.
In this field, we expect an impetus from the interdisciplinary
cooperation, e.g., techniques for tightly coupling evolutionary
and problem domain heuristics, more elaborate techniques for
self-adaptation, as well as an important step toward machine
intelligence.

Finally, it should be pointed out that we are far from using
all potentially helpful features of evolution within evolutionary
algorithms. Comparing natural evolution and the algorithms
discussed here, we can immediately identify a list of important
differences, which all might be exploited to obtain more
robust search algorithms and a better understanding of natural
evolution.

• Natural evolution works under dynamically changing
environmental conditions, with nonstationary optima and
even changing optimization criteria, and the individuals
themselves are also changing the structure of the adap-
tive landscape during adaptation [210]. In evolutionary
algorithms, environmental conditions are often static,
but nonelitist variants are able to deal with changing
environments. It is certainly worthwhile, however, to
consider a more flexible life span concept for individuals
in evolutionary algorithms than just the extremes of a
maximum life span of one generation [as in a (/z, A)
strategy] and of an unlimited life span (as in an elitist
strategy), by introducing an aging parameter as in the
(/i, «, A) strategy [54].

3 The term "computational intelligence" was originally coined by Cercone
and McCalla [209].
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• The long-term goal of evolution consists of the main-
tenance of evolvability of a population [95], guaranteed
by mutation, and a preservation of diversity within the
population (the term meliorization describes this more
appropriately than optimization or adaptation does). In
contrast, evolutionary algorithms often aim at finding a
precise solution and converging to this solution.

• In natural evolution, many criteria need to be met at
the same time, while most evolutionary algorithms are
designed for single fitness criteria (see [211] for an
overview of the existing attempts to apply evolutionary
algorithms to multiobjective optimization). The concepts
of diploidy or polyploidy combined with dominance and
recessivity [50] as well as the idea of introducing two
sexes with different selection criteria might be helpful
for such problems [212], [213].

• Natural evolution neither assumes global knowledge
(about all fitness values of all individuals) nor a
generational synchronization, while many evolutionary
algorithms still identify an iteration of the algorithm
with one complete generation update. Fine-grained asyn-
chronously parallel variants of evolutionary algorithms,
introducing local neighborhoods for recombination and
selection and a time-space organization like in cellular
automata [157]—[159] represent an attempt to overcome
these restrictions.

• The co-evolution of species such as in predator-prey
interactions implies that the adaptive landscape of in-
dividuals of one species changes as members of the
other species make their adaptive moves [214]. Both the
work on competitive fitness evaluation presented in [215]
and the co-evolution of separate populations [216], [217]
present successful approaches to incorporate the aspect
of mutual interaction of different adaptive landscapes
into evolutionary algorithms. As clarified by the work
of Kauffman [214], however, we are just beginning to
explore the dynamics of co-evolving systems and to
exploit the principle for practical problem solving and
evolutionary simulation.

• The genotype-phenotype mapping in nature, realized by
the genetic code as well as the epiyenetic apparatus (i.e.,
the biochemical processes facilitating the development
and differentiation of an individual's cells into organs
and systems), has evolved over time, while the mapping
is usually fixed in evolutionary algorithms (dynamic
parameter encoding as presented in [218] being a no-
table exception). An evolutionary self-adaptation of the
genotype-phenotype mapping might be an interesting
way to make the search more flexible, starting with a
coarse-grained, volume-oriented search and focusing on
promising regions of the search space as the evolution
proceeds.

• Other topics, such as multicellularity and ontogeny of
individuals, up to the development of their own brains
(individual learning, such as accounted for by the Baldwin
effect in evolution [219]), are usually not modeled in
evolutionary algorithms. The self-adaptation of strategy
parameters is just a first step into this direction, realizing

the idea that each individual might have its own internal
strategy to deal with its environment. This strategy might
be more complex than the simple mutation parameters
presently taken into account by evolution strategies and
evolutionary programming.

With all this in mind, we are convinced that we are just
beginning to understand and to exploit the full potential of
evolutionary computation. Concerning basic research as well
as practical applications to challenging industrial problems,
evolutionary algorithms offer a wide range of promising
further investigations, and it will be exciting to observe the
future development of the field.
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