CSE4214 Digital Communications

| Chapter 3
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I Why Baseband Demodulation/Detection ?

+ Received pulses are distorted because of the following factors:
1. Intersymbol Interference causes smearing of the transmitted pulses.
2. Addition of channel noise degrades the transmitted pulses.
3. Transmission channel causes further smearing of the transmitted pulses.
« Demodulation (Detection) is the process of determining the transmitted
bits from the distorted waveform.

Transmitted Received waveforms as a function of distance
waveform
1 2 3 4 L]
Propagation distance -

Page 1




Models for Transmitted and Received Signals

For binary transmission, the transmitted signal over a symbol interval (0, 7) is modeled by

© 5,(t) O0st<T forbitl
s.() =
! s,(f) 0s<t<T forbit0

The received signal is degraded by: (i) noise n(¢) and (ii) impulse response of the channel

r(0)= s5,() ®h (1) + n()
i L
transmitted  chamel ~ AWGN
signal impulse
response
fori=1,...,M.
Given 7(t), the goal of demodulation is to detect if bit 1 or bit 0 was transmitted.

In our derivations, we will first use a simplified model for received signal

r(0)= s5;(1) + n@)
transmitted  AWGN
signal

Later, we will see that degradation due to the impulse response of the channel is eliminated by
equalization.

A Vector View of CT Waveforms (1)

Orthonormal Waveforms: Two waveforms ,(#) and 1,(¢) are orthonormal if they satisfy the
following two conditions

T
Orthogonality Condition: fw, Oy, ()dt=0 O=<t=<T)
0

T
Unit Magnitude Condition: fu/, Oy,()dt=K =1 (0=r=<T)
o

T

fzpz(t)lpl(t)dt =K,=1 (0s<tsT)
0

Normalized to have unit energy

2. Two arbitrary signals s1(t) and s2(t) can be represented by linear combinations of two
orthonormal basis functions ¢, (r) and ¢,(r) » i.e.

8,(1) = 5, (1) + 5,0, (1)
85,(1) = 5,0, (1) + 5,0, ()

where s, = [5,()¢,()dr, i,j€{1,2}
0

| Basic Steps in Demodulation

Stop 1 Stop 2
wavefcrmac-sample Predetoction  decision
transformation point making
AWGN Demodulate & sample Detect
Sample
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wavelorm (possibly distorted) pasise symbol s
rithwmadt) o B it) +nit O or
a0 e nglt) channel
wyrbol ¥
Optional Sample
) Essential test statistc)
#Tiw-
a/T)engT

Geometric Representation of Signals

sl(t)=s11¢1(t)+slz¢2(t) o.(n
8,(0) = 55,8, (1) + 5,0, (1) |

T
where s; = [[s,()¢, (), i, j €{1,2}
0

T
f 5;(1)¢;(t)dt is the projection of s; on to

0 5,00

> 4
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| A Vector View of CT Waveforms (2)

|14 N-dimensional basis functions: consists of a set {{(#)}, (1 <i<N), of
orthonormal (or orthogonal) waveforms.

T
Orthogonality Condition: fwj Oy (Hdt = Kjéjk O=t=<T,j,k=1...N)
0

1

2. Given a basis function, any waveform in the represented as a linear
combination of the basis functions.

forj=k
where the operator: J
otherwise

| A Vector View of CT Waveforms (3)

3.

Given a basis function, any waveform in the represented as a linear combination of the basis
functions

5,0 = ay (O +apy, () +--+a,, Py (1)

85,() = ay P, (D) + AP, (D +-+ ay Py (1)

S (1) = @y (D + @y (D + -+ @y iy (1)

or, in a more compact form,
N

5, = Ea,.jw,(t) i=1,..,M N=M

J=1
The coefficient a;;are calculated as follows
l T
a; =F s,.(t)lpj(t)dt i=1,...M
7%

j=L,..,.N (0=t=<T)

where K; is the energy present in the basis signal.

| Activity 1

i=1,2,3, are not orthogonal. ,
(b)  Demonstrate that (1), i= 1,2, ] : w v
are orthogonal. )

| (a) Demonstrate that signals s,(7), P o

(c) Expresss(t),i=123,asa
linear combination of the basis
functions Y(¢), i = 1,2.

1
(d) Demonstrate that y'(7), i = 1,2, ‘ I

are orthogonal. W ' — )

(e) Expresss(1),i=123,asa [
1inea|t combination of the basis ,”'\’j o0 (!-—1 ’ [
functions ¢ ',(¢), i = 1,2. ) i) w2 R

[[vsrinds (00t Voo a (T
i_\j
)
-
1

| Activity 2

Show that the energy in a signal s,(¢) is given by

N

E, =}s§ (0dr ="y ajK .
0

=
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SNR used in Digital Communications

In digital communications, SNR is defined as the ratio

of the energy (E,) present in the signal representinga  * "

bit to the power spectral density (V) of noise.

In terms of signal power S and the duration 7 of bit,

the bit energy is given by £, =S x T.

In terms of noise power N and bandwidth ¥, the PSD

of noise is given by Ny=N/ W.

SNR is therefore given by g e |
SNR=Q= SxT =S/Rb =£K

N, N/W N/W NR

Foe By N 2 x0, Py 5 P

Es 3["']
No NIR

where R, is the rate of transmission in bits transmitted
per second (bps).

Bit-error probability is the probability of error in a
transmitted bit.

ROC curves are plots of Bit-error probability versus
SNR.

I Detection of binary signal in AWGN

Maximum Likelihood Detector (1)

o

The sampled received signal is given by

2T =r@)|,_, = a(T) + ny(T)
where a,(T) represents th Levelof signal  Gaussian RVFOI bit 1, @(T) = a, and for bit
0, a(T) = a,.

The pdf of n, is Gaussian with zero mean

2
1 1( ngy
o1
The conditional pdf of z gi OV 2m 2\ o d is given by
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4
Maximum Likelihood Detector (2)
4. The conditional pdf of z given that bit 1 or bit 0 was transmitted are referred to as maximum
likelihoods.
1 | ’
z-a . o
P(Z‘Sl )= ——exp|--| — maximum likelihood of s,
OyV21 2\ o,
1 | ’
z-a . o
p(z‘s2 )= ——exp|-— 2 maximum likelihood of s,
oyv21 2\ o,
5. The maximum likelihoods have the following distributions
Likelihood of x3 Likelihood of sy
p':lxz- I"-'[N'
16




Maximum Likelihood Detector (1)

Maximum Likelihood Ratio Test: is given by

plels) > Pls,)

plds: )< Pls,)
HZ

where P(s,) and P(s,) are the priori probabilities that s,(¢) and s,(¢), respectively, are
transmitted.

H, and H, are two possible hypotheses. H, states that signal s,(f) was transmitted and
hypothesis H, states that signal s,(¢) was transmitted.

For P(s,) = P(s,), the maximum likelihood ratio test reduces to

H,

20> Ay,
< 2
HZ

Activity 3

Show that the probability of bit error for maximum likelihood ratio test
is given by

a —a
neol%
0

B 2
where Q(x) = ﬁfexp _u? x

2
exp % forx>3

1
or Q(x)=~——
xN2mw
Values of Q(x) are listed in Table B.1 in Appendix B page 1046.

18
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| Matched Filtering (1)
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19

Matched Filtering (2)

(1) =s5,(6) + n(t)

W)= H(f)

Design the Receiving filter /(r)

Z(T)=a,(T) +ny(T)

1. Design a filter that maximizes the SNR at time (¢ = 7) of the sampled signal

2T =r@0)|, = a(T) + ny(T)
—— ——

Levelof signal ~ Gaussian RV

2. The instantaneous signal power to noise power is given by

( v ) aiz
N, o
r O
where a,(7) is the filtered signal ands;? is the variance of the output noise

3. The information bearing component is given by

a(T)= fH(f)S;(f)e’“"dt
- 20
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| Matched Filtering (3)

| 4. Given that input noise n() is AWGN with S,(f) = N/2, the PSD of the output noise is given by

S0 =lHU'S, () =%S,,(f)

5. The output noise power is given by
N, 2
2 0
o, =— [|H dj
0= ﬂ dr
6. The SNR is given by h

2

| Matched Filtering (4)

Schwartz Inequality: 2

3

f S0 f2(x)dx

< It (0| dx ﬂfzoo\zdx

with the equality valid if f;(x) = kf,"(x).
Applying the Schwatz inequality to the SNR gives

2

NJr

[ df fis(re™| df or, ( s ) >

p 2
N TSVOJJS(./’)\ af

N, 2 ..
TOJJH('D‘ df

22

(5 g _LH(f)S(f)e”’“’df
N Ny e,
» D e
21
|Matched Filtering (5)
8. The maximum SNR is given by
S 2 2 2F
21 == (s df ===
maX(N)T NOJJ (f)‘ f NO
which is possible if
H(f)=S*(f)e’>™ or h(t)=s(T-1).
23

| Activity 4

| Given that the transmitted signal is shown in the
following figure, determine the impulse response of
the matched filter.

#(0) s(-)
V\ ' /q ’
T -T

Mirror image of
signal waveform

(a)

hir=s(tT-0)

e

Impulse response
of matched filter

Signal waveform

24
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| Matched Filtering (6)

Correlator Implementation of matched filter:

The output of the matched filter is given by
t
z(t) =fr('c)h(t -tdt
0

The output at = T'is given by
z(T) = [r()(T - t)dt = [r(T)s,(T)dT
g f

0

which leads to the following correlator implementation for matched filter

(1)

%Y

r(0) = 5,(0) + n(0) Z(T) = a,(T) +ny(T)

o ~

25

| Detection of binary signal: Review

F(It)=si(t)+n(t) Z(T) = a,(T) +n(T) H,

CTFT >ata,
h(t)y«—""—H(f) =T )<72

Hy

10111000...

Matched Filter: ML Detector:
Impulse response: h(t)=s,(T -1) Probability of Error:
Maximum SNR = (a,)%/0?%, =2E/N, P (”1 ) )
e e
20,

The overall goal of the receiver should be to minimize the probability of bit error Py
In other words, we are interested in maximizing (a, — a,)*/0%;,

The filter is designed such that it is matched to the difference of [s,(f) — s,(1)].
Maximum SNR of the matched filter = (a, — a,)*/0?, = 2(E,, — E,)/N, = 2E,/N,,.

Py =Q(M) -9

20,

Probability of Error: z

d

2N, 26

| Activity 5

By defining the cross-correlation coefficient as

®

L= ®
=— (5,5, (O)dt with E, = [st(t)dt= [s3(t)dt
p Eb:[:l()Z() b :{;1() :[02()
show that the probability of bit error using a filter matched to [s,(¢) — s,(¢)] is given by

1-
P,=0 Eb(N p))
0

Using the above relationship, show that the probability of bit error is given by

2,
1. P,=0 Tb

] for antipodal signals : s, (¢) = —s, (¢)
0

E
2. Py= Q[ Vb] for orthogonal signals s, (¢) L s, (¢).
0

27

Activity 6

Determine the probability of bit error for a binary communication system,
which receives equally likely signals s,() and s,(¢) shown in the following
diagram

Immilivoita)

it
2 (miivolts)
! rl L] 0123
. il ot (us LRI
0123 LUJ

Assume that the receiving filter is a matched filter and the power spectral
density of AWGN is N, = 10712 Watt/Hz.

28
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| Error Probability Performance of Binary Signal

1. Unipolar signaling
In Unipolar signaling, the signal selection to represent bits 1 and 0 is as follows:

s;(t)=4, (0=st=<T), forbitl
5,(1)=0, (0=t=<T), forbit0.

The receiver is shown by the following diagram.

A._l ﬁ
0 T r AT ST

Raference signal
i) = wgld) = A

L —
w0~ ot

29

Bipolar Signaling

In bipolar signaling, the signal selection to represent bits 1 and 0 is as follows:

for bit 1
for bit 0.

5(1) =4,
5,(t)=-4,

0=t=T),
(0=<t=T),

The receiver is shown by the following diagram.

—o-{{}+ 31

| Unipolar Signaling

Unipolar signal forms an orthogonal signal set.
When s, () plus AWGN being received, the expected value of z(T), given that
s4(f) was sent, is
,
a,(T)= E{z(T)\s, (z)} = E{ f (A+ An(t))dt} = A’T, where E{n(t)} =0
0

When s,() plus AWGN being received, a,(T)=0.
The optimum decision threshold is:

a+a, 1 ,
=L 2=_AT
Yo ) 2

The bit-error performance is:

E, AT E, AT
P = d_|= = —L |, where E, =
w0 2N)Q 2N, Q\IN 2
T
E, = f ()= s,(0]'dt = A°T 30
0

Bipolar Signaling

Bipolar signal is a set of antipodal signal, e.g. s;(f)=-s,(f).
The optimum decision threshold is:

a +a

The bit-error performance is:

ool

T

E, = [[s(t)-5,0] Cdt = QAT

0

2A°T
NO

-0

2E, , where E, = A’T
Nﬂ

32
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Unipolar vs. Bipolar

0

05}

B error probabikty, Py

3
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104

107
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Matched fiter reception

Matched filter reception
of umipolar baseband
wgruling

(i)

-1 0 1 2 3 4 5 6 7 8

Ey/N, By

9 10 11 12 13 %5
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