CSE4214 Digital Communications

Chapter 5 Part 1

Channel Coding
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Topics Covered

Formatting Source Coding Baseband Signaling Equalization

Character coding Predictive coding PCM waveforms (line codes) Maximum-likelihood sequence
Sampling Block coding Nonreturn-to-zero (NRZ) estimation (MLSE)
Quantization Variable length coding Return-to-zero (RZ) Equalization with filters
Pulse code modulation Synthesis/analysis coding Phase encoded Transversal or decision feedback

(PCM) Lossless compression Multilevel binary Preset or Adaptive

Lossy compression M-ary pulse modulation Symbol spaced or fractionally
PAM, PPM, PDM spaced

Channel Coding

Bandpass Signaling

Coherent Noncoherent Waveform Structured
Phase shift keying (PSK) Differential phase shift keying (DPSK) M ianali Sequences
Frequency shift keying (FSK) Frequency shift keying (FSK) Bk A el
Amplitude shift keying (ASK) Amplitude shift keying (ASK) Antipodal Block
Continuous phase modulation (CPM) Continuous phase modulation (CPM) ? rtltl!_ogor:lal 4 modulati Convolutional
Hybrids HYbfids rellis-coded modulation Turbo
Synchronization Multiplexing/Multiple Access Spreading Encryption

Frequency synchronization Frequency division (FDM/FDMA) Direct sequencing (DS) Block

Phase synchronization Time division (TDM/TDMA) Frequency hopping (FH) Data stream

Symbol synchronization Code division (CDM/CDMA) Time hopping (TH)

Frame synchronization Space division (SDMA) Hybrids

Network synchronization Polarization division (PDMA)




What Is Channel Coding?

é
Signal transformations designed to improve

communications performance by enabling the
transmitted signals to better withstand the
effects of various channel impairments, such as
noise, interference, and fading.

Two types channel coding
Waveform coding
Structured sequences




Types of Channel Coding

é
Waveform coding
Transforming waveforms into “better waveforms™ to
make the detection process less subject to errors

Structured sequences

Transforming data sequences into “better
sequences’, by having structured redundancy
(redundant bits). The redundant bits can then be
used for the detection and correction of errors.
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Orthogonal Signals

Orthogonal condition

Signal set {$,(t)}" is an orthogonal set if
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Cross Correlation

A measure of the distance between the signal
vectors.

The smaller the cross-correlation, the more
distance are the vectors from each other.

Cross correlation coefficient of orthogonal signal

c fori=j
0 otherwise

1 T
Z; =E{Si(t)sj(t)dt =




M-ary Signaling
ﬁ
Accepts k data bits at a time, then produce one

of M=2k waveforms.
Binary signaling is a special case where k=1
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M-ary Signaling

For example: Multiple Frequency Shift Keying
(MFSK)

BFSK 4FSK
aaaaaaaaaaaaaaaaaaa [ FC{Z?IU;;:;C,; Bit Pattern
OMA/\/\/\AMM/\
VVVVVVVVVV Y B
Sine wave carrier s -
00 1110 01 11 01 00 10 10 00 O1
uuuuuuuuuuuu Symbol Values

Input: 1 bit Input: 2 bit
M=21=2 M=22=4
Output: one of 2 waveforms Output: one of 4 waveforms
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The Goal of Waveform Coding

ﬁ
Transform a waveform set (representing a message

set) into an improved waveform set. The improved
waveform set can then be used to provide improved
probability of bit error (Pg) compared to the original
set.

The encoding procedure endeavors to make each of
the waveforms in the coded signal set as unalike as
possible; the goal is to render the cross-correlation
coefficient z; (among all pairs of signals) as small as
possible.

The most popular of waveform codes are referred to as
orthogonal and biorthogonal codes.
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Orthogonal Codes
—_——

Orthogonal condition

1 T
Z; =E{Si(t)sj(t)dt =

c fori=j
0 otherwise

Each waveform in the set [s;(f)] may consist of a sequence of
pulses, where each pulse is designated with a level +1 or -1,

which in turn represents the binary digit 1 or O, respectively.

When the set is expressed in this way, z; can be simplified by
stating that [s;(t)] constitutes an orthogonal set if and only if

. number of digit agreements - number of digit disagreements { L fori=]
g total number of digitsinthe sequence '




Orthogonal Codes
_— o

Orthogonal codes

_ number of digit agreements - number of digit disagreements { I fori=]

Z..

! total number of digitsinthe sequence 0 otherwise
. 1
[ Orthogonal codeword set
)
0> [00] () \/H 0 0o
1> 011 () 1=[0 1}

z.=(2-0)/2=1 H is orthogonal
” \Codeword set /

i=(1-1)/2=0
N / .




Orthogonal Codes

2 bit data set

/Data set

0 0
0 1

1 0
11

-

Orthogonal codeword set

O 0: 0 O
0O 1 : 0 1
: [H,
H, = [ - |
0O 0 : 1 1 .
01 i 1 0]

H,
H,

-
|

/

H — Hadamard matrix
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Hadamard Matrix

g
For a k-bit data set from the H,_, matrix, as

follows:

He, H,

Hk ——
H, , H.,.

Orthogonal codeword set

[k: number of data bits per codeword }
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Error Performance: P,

Waveform coding with orthogonal codes improves

probability of bit error (Pg) performance
Probability of codeword error (P¢) can be upper bounded as

PE(M)S(M—I)Q( f; ]

N

-

M: codeword set = 2k

(k: number of data bits per codeword)

E.: energy per codeword = k.E,

E,: bit energy
o- Noise power spectral density

~
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Error Performance: Py

Waveform coding with orthogonal codes improves
probability of bit error (Pg) performance

Knowing that

pty _ 27 pon_ M,
P 25 -1 7 Ry T (M-

Probability of bit error (Pgz) can be upper bounded as

P, (k) =< (2k_1)Q( hE, J or

Ny

M E
PB(M)S7Q( N, )
0 17
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Biorthogonal Codes

3 bit data set \
Data Set Orthogonal codeword set
0 0 0 (0 0 0 0 0 0 0 0
0 0 1 010 1{ 01 01
01 0 001 1:{ 00 1 1
0 1 1 0O 1 1 0 01 10 _[Hz Hz]
H: = | . = —
H, H,
1 0 0 00 0O0f 1 111
1 0 1 0101 1010
1 10 001 1§ 1100
11 1 L0 1 1 08 1.0 0 1 .

19



Biorthogonal Codes

mmmm Requires one-half

3 bit data set

Data Set

0

e i

—

— e OO

-0 = O

Biorthogonal codeword set

code compared to
orthogonal code -

half bandwidth




Biorthogonal Codes
_—

Biorthognal set is really two sets of orthogonal codes
such that each codeword in one set has its antipodal

codeword in the other set.

Biorthogonal set consists of a combination of
orthogonal and antipodal signals

-

1 fori=j
-1 fori=jli-jl=M/2
0 fori=jli—jl=M/2

2N
I

;
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Error Performance

Waveform coding with biorthogonal codes
Probability of codeword error (P¢) can be upper bounded as

pE(M)s(M—Z)Q( £1J+Q( 2NEo)
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Error Performance

Waveform coding with biorthogonal codes
Probability of codeword error (Pg) can be upper bounded as

PE(M)S(M—2)Q( %]+Q( 2NEO]

We can approximate Pgz(M) by:

PB(M)SI[(M—z)Q( Es]+Q( =2 ]

2 N, N,

Compared to orthogonal code, biorthogonal code has
improved Py performance and requires only half the
bandwidth. 23



Waveform Coding System

M = 2k
Waveforms

Transmitter
Gene:llrator 5 Ny
Generator TN L |Kcos(mot+0)| | L g.oe wot
2 @j =0,
0<t<T Phase modulation
‘ by ¢;=0, mis
equivalent to
Generator . am pliitud!e
M modulation by
—1and +1
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Waveform Coding System

Reference signals
Orthogonal pulse

cos wgt

!

waveform set

w

Generator 1

Receiver

1_:

Generator 2

-

ri(t) = +K cos wgt + nlt)
i=12,.... M

"

Demodulation to
baseband

-

% T | 29
» -— J‘ I
0

Generator M

_P_

J'T ZM

Decision
stage

— 171

Choose the
waveform

(or codeword)

with the
largest z;

Where T' = k T}, = 2*T,
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Types of Error Control
e ————

Two basic ways that redundancy
is used for controlling errors

éror detection and Error detection and correction \
retransmission

The parity bits are designed for
both the detection and
correction of errors.

onrward error correction (FEC)) /

Utilizes parity bits to detect
error. The receiving terminal
does not attempt to correct

the error; it simply requests
that the transmitter retransmit

\t\he data. /
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Terminal Connectivity

Terminal
A

*

Terminal
B

Transmission in only one direction

Terminal
A

Or

e ——

Terminal
B

Transmission in either direction,
but not simultaneously

Terminal
A

-

ot

Terminal
B

Transmission in both directions simultaneously

simplex

Half-duplex

Full-duplex

28
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Error Detection and
Retransmission

29




. Automatic Repeat Request
Three most popular automatic repeat request
(ARQ) procedures
Stop-and-wait ARQ

Continuous ARQ with pullback (full-duplex)
Continuous ARQ with selective repeat (full-duplex)
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I Stop-and-Wait ARQ

Transmitter 1 2 3 3 4 5 5
. | A At - A A
ran \ QO Q) o, <,
Transmission \\ \ < < § ¥ < ev
1 - »
Receiver 1 2 =3 3 4q =— 5
s 1 AN
Error Error

~

/The transmitter waits for an ACK of each transmission before it
proceeds with the next transmission.
>Requires a half-duplex connection only
(*) The third transmission block is received in error, therefore the
receiver responds with a NAK, and the transmitter retransmits this
\third message block before transmitting the next in the sequencej
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Continuous ARQ with Pullback

Transmitter 1 2|13|4|5|6|7|8|4|5|6|7|8|9)|10|117|881|9]|10
- ‘ s T R A R s R R
Transmission - ?(" w2 X v? e ‘9 v v v@ 7 S S ?SJ v
- b ﬁ_“ —“ = — . - — \f e “
Receiver 1 213 jt~ 5|16|7|8|4|5]|6 jzj 8|9 |10|11| 7| 8
Error Error
(b)

4 N

Both terminals are transmitting simultaneously: the
transmitter is sending message data and the receiver
Is sending ACK/NAK.

-> A full-duplex connection is necessary

- /
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Continuous ARQ with Pullback

Transmitter 112)|13|4|5| 6|7 |8|4|5|6|7|8|9)|10|11|7]|8]|9|10
. e T T A R S
Transmission e ?9/1 '?9 ?.9, ,{;V' ?(-" ?.0 ‘,.Q' é" ?9 ?.(—’ 79’ .\;'Sf" e vs’ vg’
" S - . W T B = Y
Receiver 1 213 F‘?H 5|1 6|7 |8|4|5]|6 :?j 8|9 |110|11| 7| 8
Error Error
(b)

4 | N

(*) When message 8 is being sent, a NAK corresponding to the
corrupted message 4 is being received. The transmitter “pulls back™
to the message in error and retransmits all message data, starting

with the corrupted message

. /
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Continuous ARQ with Pullback

A sequence number has to be assigned to each
block of data. Also, the ACK/NAK need to
reference to the sequence numbers (or else
there needs to be a priori knowledge of the
propagation delays, so that the transmitter

knows which messages are associated with
which acknowledgments)



Continuous ARQ with Selected Repeat

Transmitter 1121 3|4|5|6|7]|8|4]|9 (1011|1213 [14|15|11|16|17 |18
. ™ s i T A T R T A
Transmission S R P ,\;‘7“/‘,9‘,9‘5—' vc"v.?,/ RORENOREN % v('vg S
Receiver 1123 {e‘tf s|6|7|8|4|9|10H11{12[13|14[15|11 |16
Error Error
/Both terminals are transmitting simultaneously \

>a full-duplex connection is needed.

Only the corrupted message is repeated; then, the transmitter

continues the transmission sequence where it had left off instead

\if repeating any subsequent correctly received messages. /
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Which ARQ to Use?

Stop-and-wait ARQ
Transmitter lll 1]2 ‘I3] ]|3] 1141 ]5[ _1_15.1_
Trensmission \ “; é}_ 5 y é'*‘ ‘9&' j
Receiver l 1 l 2 [ E:! J 31 | 4 I I: ]: ] 5 I

Continuous ARQ with pullback

Transmitter [1]2fafa|s]s]|7|e|a|s|[e][7]a]oa]tof1i[7]a]s]rw0
e ST TTTEFTTTTe

Transm isgion ) e ?. el v e e S =
Raceiver [ [1]2]sfe]s]s][7]e]a]s][e[3]s]oalr0]1]7]8]
. Error Error

(b)

Continuous ARQ with selective repeat

Transmitter

[1]2]3]a]s]6] 7[e]4[9]‘o[n[xz]13[|4.]15[n[16[17[18

. e Tk T TS e A T T A e AT T T T T
Transmission T L’}' O S (O (O W S (O (O O

Sl ol ol

T !4]1 s[7[#[a]s [sof e[ 2]sa ] [o]

Raceiver

ﬁhe choice of which ARQ procecw
to choose is a trade-off between
the requirements for efficient
utilization of the communications

resource and the need to provide
full-duplex connectivity.

e.g. stop-and-wait ARQ

(*) Half-duplex connectivity is less
costly than fullduplex

(*) The associated inefficiency can

be measured by the blank time
slots.
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ARQ and FEC

-

he major advantages of AR
over FEC

- Error detection requires much
simpler decoding equipment

- Error detection requires much
less redundancy

- ARQ is adaptive in the sense.
that information is retransmitted

\inly when errors occur. /

5

would require excessive
etransmissions.

/ﬁC may be desirable for anN
of the following reasons:

- A reverse-channel is not
available or the delay with ARQ
would be excessive

- The retransmission strategy
Is not conveniently
implemented.

- The expected number of
errors, without corrections,

/




Summary

Waveform coding
Orthogonal code
Biorthogonal code

Type of error control
Error detection and retransmission
Error detection and correction (FEC)
Three types of ARQ
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