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ABSTRACT

Granular computing, as an emerging research field, provadssnceptual framework for studying many issues in data
mining. This paper examines some of those issues, includlitg and knowledge representation and processing. It is
demonstrated that one of the fundamental tasks of data guigisearching for the right level of granularity in data and
knowledge representation.

1. INTRODUCTION

As an emerging field of study, Granular Computing (GrC) ishww and old. On the one hand, the term “granular comput-
ing” was first suggested in 1997.%3 On the other hand, the ideas and principles of granular ctingphave been studied
under various names in many different fields, such as digdspdivide and conquer, structured programming, interval
analysis, quantization, rough set theory, Dempster-3$tiaéory of belief functions, chunking, cluster analysigahine
learning, data analysis and data mining, databases, any otiagrs?® 1938 76,81,82,84,92 | the past few years, we have
witnessed a rapid development of, and a fast growing intémebe topic® 22, 34,38-40,50,51, 53,54, 61,63, 70,73, 74, 86,90, 99

Many models and methods of granular computing have beeropeaband studied. The results enhance our understanding
of granular computing.

The concept of granular computing has been defined and dtbgimany authors from different points of views, using
different notions, based on different conceptual modeid, ia different contextd: 1% 34, 38,50,63,92 = Although a concise
and precise definition of granular computing is desirabig,sauch a definition may unnecessarily limit its scope, galitgr
and potential. For the time being, it is suffice to rely on auuitive interpretation. Broadly speaking, granular caipg
may be considered as a label of a new field of multi-disciplirstudy, dealing with theories, methodologies, technggue
and tools that make use of granules in the process of prolitrimg.”

While concrete granular computing models have been praptsere is still a lack of a well-accepted framework. It is
evident that we must describe and study granular computimg fmany perspectives, in a wider context, and independent
of any particular problem domaift:82:8¢  The results from recent studies seem to converge to a vietgthaular
computing provides a common unifying, conceptual framéwor modeling human thinking and problem-solving, as
shown by the following quoté&*

Granular computing, in our view, attempts to extract the mmmalities from existing fields to establish a set of
generally applicable principles, to synthesize their itasnto an integrated whole, and to connect fragmentary
studies in a unified framework. Granular computing at plifdscal level concerns structured thinking, and
at the application level concerns structured problem sglviwhile structured thinking provides guidelines
and leads naturally to structured problem solving, stmgztiproblem solving implements the philosophy of
structured thinking.

More specifically, granular computing is a multi-discigiy study with the objectives to investigate and model a way o
thinking, a family of granule-oriented problem solving imedls, and a paradigm of information processir§.32- 84 lItis
a study of a general theory of problem solving based on difflevels of granularity and det&fl. 76 82,92, 94,95



If granular computing is to be accepted as a general theogyraflem-solving, one must demonstrate its poten-
tials in understanding, modeling, and solving many cormcreal world problems. Many authors have indeed applied
ideas of granular computing to reexamine many classic pros] in order to obtain new understandings and more in-
sights® 19,21,22,51, 70 Data mining is one of such problems explored by some reseesciihis paper is another attempt
to establish a basis for data mining based on granular cangput serves dual purposes: demonstrating the poterttial o
granular computing on one hand and exploring a new persgaaftidata mining on the other.

Mijolsness and DeCoste suggested that machine learningippois scientists at every stage of the scientific proéess.
Yao and Zhao observed that machine learning, data miningeiedtific research are much in common in terms of their
goals, tasks, processes and methodolotfieThe support is therefore in two ways, one can benefit from thero The
modeling of data mining in terms of granular computing mapdle easily applied to a wider context of scientific research
as a human problem-solving activity.

The rest of this paper is organized as follows. Section 2gmtssan overview of granular computing. Section 3 first
briefly reviews a few typical examples of granular computiaged studies on data mining, and then makes an attempt to
establish a basis of data mining from the view point of granabmputing. Finally, some additional remarks are given in
Section 4.

2. OVERVIEW OF GRANULAR COMPUTING

The basic ideas and principles of granular computing areentitely new and have indeed been investigated in many
disciplines of social and natural sciences. It is unfortarthat they are examined in relatively isolated and inddpah
ways, expressed in much domain dependent concepts andisdtioried in details and scattered in many places. The
study of granular computing therefore aims at arriving at\a powerful philosophical view and a general problem-savi
theory. They are referred to as structured thinking anctgirad problem-solving* Through granular computing, we
hope to obtain a more holistic view of science as an integnateole, in contrast to fragmented views?

Broadly, granular computing can be studied based on themof representation and process, which were also
used by Marr in the study of visio. The representation concerns granules and their orgamizsith terms of levels,
networks, and hierarchies. One focuses on common featncegraversally applicable principles for the understagdin
description, organization, and formulation of varioustpems across many different disciplines. The process agtis
(computational) methods that manipulate granules andgpastructures. One focuses on practical and systemicadsth
of problem solving. Based on this simplified view, we list sofields and specific research areas where the ideas of
granular computing have been investigated.

e Computational intelligenceThe explicit study of granular computing starts within tt@mputational intelligence
community?: 34, 37, 38,50, 53,54, 61, 63, 77,84, 90,97 10 1979, Zadeh firstintroduced the notion of informationrgriation
and suggested that fuzzy set theory may find potential agtjwics in this respe@ Unfortunately, this notion did
not receive much attention in more than 10 years. In 1982 |dkagroposed the theory of rough séts!® which
in fact provides a concrete example of granular computingsdme extent, rough set theory makes more people
realize the importance of the notion of granulation. Fomepte, Lin33 34 Pawlak?® Peters, Pawlak, SkowroH,
Polkowski and Skowron? Skowron and Stepaniuk, and Yad” examined information granulation based on rough
sets. In 1997, Zadeh revisited information granulatibrnwhich led to a renewed interest. In the same year, Lin
suggested the term “granular computing” to label this nedgrowing research fielé?-* Lin proposed a method
for granular computing based on neighborhood syst&ni$.3® Yao,”® and Yao and Zhoritj also examined a few
granular computing methods with neighborhood systems.

The above studies may be broadly characterized as a seetitestudy of granular computing. Each granule is
defined and represented as a (fuzzy) set, and the granulenst is a family of (fuzzy) sets.

Additional studies of granular computing, within the cotitef computational intelligence, can be found in recently
edited book$?3%:51 a book by Bargiela and Pedryéand conferences proceedingsiofernational Conference
on Rough Sets, Fuzzy Sets, Data Mining, and Granular Compatid|EEE International Conference on Granular
Computing



o Artificial intelligence The ideas of granular computing have been investigatedificel intelligence through the
notions of granularity and abstraction. In fact, the notdbgranules plays an important role in knowledge represen-
tation, searching, and reasoning. A few examples are gwvélustrate the main ideas.

Hobbs proposed a theory of granularity which is similar to the theory of rough sets in terms of foratidn. The
theory indeed captures some of the essential features ofilgracomputing. That is, we perceive and represent
the world under various grain sizes, and abstract only thiusgs that serve our present interests. The ability to
conceptualize the world at different granularities andwitch among these granularities is fundamental to our
intelligence and flexibility. This enables us to map the ctaxities of real world into computationally tractable
simpler theories.

Giunchigalia and Walsh proposed a theory of abstractionLike the conceptualization in levels of granularity,
abstraction is a process for us to consider what is relevasht@ ignore irrelevant details. Knoblock proposed a
theory of hierarchical planning, in which plans of different granularities are considered.

Zhang and Zhang developed a quotient space theory of pratérimg based on hierarchical description and rep-
resentation of a probleft:®> The quotient space theory motivates us to view granular cimg as a way of
structured problem solving. The theory has been succéssied to study efficient state-space search as a general
problem-solving method.

e The theory of hierarchyThe hierarchy theory focuses on the understanding anéseptation of complex systems
using multiple level structurg's?:46:47.57-59, 72 Hjerarchical structure can be observed in many naturaficst,
and abstract systems. It reflects the orderness, contrdlstatbility of such systems. One can conceptualize a
complex system by discriminating entities, relations,cesses and levels as the basic ingredients of a hierarchical
structure. A hierarchy links the parts or components intohmle;, and hence provides a multi-level and multi-
resolution description of a system.

The hierarchy theory reflects, to some degree, the philgsopteductionism, where the understanding of a whole is
decomposed into the understanding of its smaller partgita ef some criticisms, hierarchical analysis is one of the
successful methods used in the investigation and undeistanf complex systems. For example, social hierarchy
is a well studied concept in many branches of social scietices

Simon convincingly argued that hierarchical organizatesds to efficient solution®. The hierarchical organiza-
tion explores the notion of loose coupling of parts and pesia practical model of a nearly-decomposable system.
In the context of granular computing, this implies that weyre@arch for a nearly-decomposable system from a web
of granules.

A main criticism for the reductionism-based approachebkas they do not consider complex relations and interac-
tions between parts. In order to overcome such limitatioray researchers promote systems thinking, representing
a shift from the parts to the whofe.That is, complex systems, such as living systems, are imt@gwholes whose
properties cannot be the properties of their smaller parsdead of using a simply hierarchy, one needs to adopt the
notions of networks and a web.

If we use a broader meaning for hierarchies, instead of thgiceed mathematical notion defined by a partial or-
dering, it is possible to combine the theory of hierarchy #resystems thinking, as well as taking advantages of
both. For example, although a complex system may be modsledvaeb of entities, one can still investigate in
different levels of details. It may also be useful to exandngeeb of sub-webs, where each sub-web can be viewed
as a granule.

¢ Divide and conquerThe strategy of divide and conquer can be used to effegtaai/e many types of problems. It
is also related to the philosophy of reductionism in the sehat a large problem is decomposed into a family of
smaller problems, and the solution of the large problem taiabd by combining the solutions of smaller problems.
Two example applications of the divide and conquer strasegystructured programming and diakoptics.

The top-down structured programming is an effective teghaito deal with the complex problem of programming.
The principles and characteristics of the top-down desighstepwise refinement, as discussed by Ledgard, Gueras
and Nagir?® provide a good example demonstrating the ideas of granakapating. More specifically, the fol-
lowing issues are considered: (a) design in levels; (bjainiinguage independence; (c) Postponement of details
to lower levels; (d) formalization of each level; (e) verdtmn of each level; and (f) successive refinements. In



a wider context, Foster studied algorithms, abstractiod, implementation in terms of levels of detail.. Since
programming is a typical problem-solving problem, one casilg apply the same principles elsewhere. For exam-
ple, it has also been suggested that the top-down appro&ftedive for developing, communicating and writing
mathematical proofg} 16 28,30

Diakoptics may be viewed as system-teartfig” By applying the strategy of divide and conquer, large system
with a large number of variables, such as electrical cisgudte torn into subdivisions; each subdivision is solved
independent of others; and the partial solutions of subiius are integrated into a solution of the entire system.

e The theory of small groupsSmall group research is a field in psycholobyits basic issues and methods are very
relevant to granular computing, if we view a small group asamgle. Arrow, MaGrath and Berdahl developed a gen-
eral theory of small groups as complex systém&roups are studied as adaptive, dynamic systems detertmjned
three factors: (a) interaction among group members; (byaation between different groups; and (c) the embedding
contexts of groups. Obviously, we need to study similar sypfefactors in granular computing.

Many ideas from the small group research, as well as its rels@aethodologies, can be readily applied to the study
of granular computing. In the development of the generabthef small groups, Arrow, MaGrath and Berdahl
established five propositions addressing the followingimental issue$:

— the nature of groups;

— causal dynamics in groups;

— group purposes or functions;

— group composition and structure;

— modes of group life.
They are in fact basic issues we face in granular computinige Methodologies used by Arrow, MaGrath and
Berdahl also have significantimplications to the study afgiar computing. They drew on a broad interdisciplinary
foundation that seamlessly incorporates ideas and paigpeéfrom general systems theory, social network theory,

dynamical systems theory, and complexity theory. A gerfeaahework for granular computing may be similarly
developed based on those theories and related ones mehiticihés paper.

e The memory-predication framework of intelligende the bookOn IntelligenceHawkins used the notion of cortical
hierarchies for deriving a memory-predication framewarkéxplaining intelligence® In his top-down approach
for understanding the brain, a model of cortex is given byhignting its hierarchical connectivity and information
flow up and down the hierarchy. Their framework may have aifsggimt impact on the study of granular computing.

Granular computing based on hierarchies shares some Besiergts with Hawkins’ model: cortex regions cor-
responding to granules and hierarchical structures toutmastructures, as well as different types of information
processed at different levels of a hierarchy. A concreteghofigranular computing may be established based on
the memory-predication model. Hawkins’ model providegHar support for modeling granular computing based
on the notion of hierarchies.

Some additional topics related to memory, information pssing, and granular computing, are hierarchical organi-
zation in memory and chunkirig: #3 Through hierarchical organizing and chunking, expertsaficiently retrieve
knowledge from memory!

The above discussions are not intended to provide an exdthlist of theories and topics from which granular com-
puting can be benefited. Instead, it only attempts to dematiedby examples the universality of the ideas and prinsiple
of granular computing. Although the list is far away fromiogicomplete, the scopes, significance, the potential, and th
vision of granular computing emerge immediately from a iledisstudy of those examples.

An underlying assumption of granular computing is that theib principles and methodologies are common in most
types of problem solving, independent of disciplines anabfam domains. Granular computing, therefore, focuses on
everyday and commonly used concepts and notions, such aslgyrgranulated view, granularity, and hierarchy. The
notions of granular computing may be interpreted in termalstraction, generalization, clustering, levels of audion,
levels of detail, and so on in various domains.



The basic ingredients and issues of granular computinguanensrized below? 84 with reference to the previously
discussed theories and topics:

e Granule A granule may be interpreted as one of the numerous smaitiesrforming a larger unit. By considering
a small group as a granule, we can draw results from the thefanypall groups. We need to consider at least three
basic properties of granules:

— internal properties reflecting the interaction of elemémigle a granule;
— external properties revealing its interaction with otherrmiles;
— contextual properties showing the relative existence abage in a particular environment.
A granule is treated both as a collection of individual elateeharacterized by its internal properties and as a whole

characterized by its external properties. The existeneegoénule is only meaningful in a certain context. Elements
of a granule can be granules, and a granule can also be anlef@mother granule.

e Granular structuresGranular structures provide structured descriptions ®fstem or a problem under considera-
tion. By combining ideas from systems thinking, complexeyss theory, and theories and techniques of hierarchies,
we can identify at least three levels of structure on a webrafigles:

— internal structure of a granule;

— collective structure of a family of granules;

— hierarchical structure of a web of granules.
A collective structure of family of granules may be intetigbas a level or a granulated view in an overall hierar-
chical structure. Itself may be an inter-connected netvadrjranules. For the same system or the same problem,

many interpretations and descriptions may co-exist. Qearstructures need to be modeled as multiple hierarchies
and multiple levels in each hierarchy.

e Granulation Granulation involves the construction of the basic congmis of granular computing, namely, gran-
ules, granulated views, web of granules, and hierarchissek involved ar&
— granulation criteria;
— granulation algorithms/methods;
— representation/description of granules and granulacttres;
— qualitative/quantitative characterization of granuld granular structures.
e Computing with granulesComputationally, granular computing can solve a problgnsystematically exploring

the granular structures. This involves two-way commuieet upwards and downwards in a hierarchy and moving
within a hierarchy. Some of the issues are:

— mappings connecting granules and levels;

— granularity conversion;

— operators of computing;

— property preservation or invariant properties.

Additional discussions and descriptions of a general fimonk of granular computing can be found in some recent
papers7_6,81,82,84

In summary, granular computing is a multi-disciplinarydstahat draws ideas, principles, and perspectives from many
fields. Its objective is to investigate and model a way oflirig, a family of granule-oriented problem solving methods
and a paradigm of information processihd? 82:84 It is a study of a general theory of problem solving based &fareint
levels of granularity and detaif: 76:82:92,94,95  Wjith a unified study under the umbrella of granular computihgre
are many advantages. It is possible to see the connectitwedie different disciplines with respect to their undartyi



principles, independent of subject matters. Itis alsoiptsto save the efforts of rediscovering old ideas in a nemalo.
Once the abstract ideas of structured thinking and stredtproblem-solving of granular computing are masteredcane
easily carry them over to any domain. A set of fundamentatoete ideas and principles of granular computing will also
be valuable for solving various problems across many digseg.

The potential of granular computing can perhaps be derikau the previously described new understanding and
perception. This probably will bring more changes than amceete model.

3. GRANULAR COMPUTING AS A BASIS FOR DATA MINING

A review of some existing studies points at the needs for afremvework of data mining based on granular computing.

3.1. Examples of granular computing based studies on data ming

Data mining aims at discovering knowledge embedded in faRules are one of the most commonly used knowledge
representation methods. Different types of rules can liesibased on their characteristi€sThere are many studies on
granular computing for data minihgy3!: 35, 36, 44, 53,54, 62, 66-68, 73,74, 78, 80, 83, 88, 96-98, 100 \We can examine some existing
methods from several perspectives. For clarity, we raghrediscussion to rule mining.

¢ Rule representation/interpretatioA key notion of fuzzy set theory is linguistic variables. Bzizy granule can
be defined in terms of generalized constraMts.Fuzzy granules may be represented by words of a natural lan-
guage. A rule summarizes a connection between two graftil€onsequently, we have a human friendly, natural
interpretation of rules?: 44

As a concrete example of granular computing, rough set yHeas been applied to data minifg. In this context,
rules are expressed in terms of definable granules. Prep@ftrules can be interpreted and studied based on gran-
ules involved in the rules. For example, Skowron and Stegeiti Peters, Pawlak and Skowrdh Polkowski and
Skowron?* Tsumoto%6:57 Yao and Zhong? Zhanget al?6 and many authors interpreted rules based on properties
of granules and inclusion relationships between granules.

e Rule mining Granular computing techniques can be applied to rule mginim order to mine more general or
meaningful rules, one may group attribute values into gessjor a hierarchy of granules (i.e., a concept hierarghy
by considering the semantic relationships between aterialues. For example, Zhong used granules of attribute
values in rule mining®

Lin reformulated rule mining based on granular computing anoposed a machine-oriented modeling frame-
work.3%:36 A given attribute value is represented by the set of objeatsnly the value, which in turn is coded
as a bitstring. The mining process is then carried out thi@mpgrations on bitstrings.

By employing hierarchical structures, granular computffgrs hierarchical interpretations of data. One can trans
form data into different levels of granularity. For examptigrota and Pedrycz considered a pyramid architecture of
data mining, in which different levels of granularity candigtained by data transformation via linguistic granufes.

e Combination with other method&ranular computing can be combined with other methodsddyre new or more
effective mining methods. In the context of computation&lligence, Hirota and Pedrycz pointed that neurocom-
puting, evolutionary computing, and granular computimgdarticular, fuzzy and rough sets) can augment each
other!® Many researchers have attempted to combine granular camgpartd other theories for data mining. For
example, Zhangt al. considered the combination of granular computing and reumputing for data mining’

The review of existing research suggests that althougle theist a huge volume of and a great variety of studies, a
conceptual framework is still missing. The rest of this gatis therefore devoted to this problem.



3.2. A new framework

The new framework is developed from our previous study onetind data mining with granular computii§.3%-33 we
will state explicitly the underlying assumptions of therfrawork and study their implications.

In building a granular computing based framework of dataimgimwe adopt the following assumptions:

e Knowledge granule Each granule represents a piece of knowledge.
e Structural knowledge: Connections between a web of knowledge granules repsesenttural knowledge.

e Mining task: Searching for meaningful knowledge granules and stratkmowledge is a basic task of data mining.

They are related to the basic components and task of gracniaputing: knowledge granules corresponding to granule,
structural knowledge to granular structures, and minigg ta granulation and computing with granules.

3.2.1. Knowledge granules

In order to treat a granule as a piece of knowledge, we neegpt@sent or name a granule. For this purpose, we relate
granules to the well studied notion of concepts.

Concepts are the basic units of thought that underlie humahigence and communication. There are many theoretical
views of concepts, concept formation and learrih§® 6269 The classical view treats concepts as entities with well-
defined borderline and describable by sets of singly neogasa jointly sufficient condition&? Other views include the
prototype view, the exemplar view, the frame view, and tletl view5® Each view captures specific aspects of concepts,
and has a different implication for concept formation aratiéng. The applications of different views for inductivata
analysis have been addressed by many aufldis 59

We adopt the classical view of concepts, in which every cphiseunderstood as a unit of thought that consists of two
parts, the intension and the extension of the con®ept.®® One can define a language so that the intension of a concept is
expressed as a formula of the language and the extensiamsetiof objects satisfying the formua®3 85 This enables
us to study concepts in a logic setting in terms of intensanrtalso in a set-theoretic setting in terms of extensions.

For data mining, extensions of concepts are normally defiiddrespect to a particular training set of examples. In
this case, we need to consider additional problems sucteaketmability of granules and the approximation of undefi@ab
granules’’ We also need to describe and study other properties of granigcussed in the last section.

3.2.2. Structural knowledge

Knowledge granules serves as building blocks to derivegtral knowledge. Human knowledge is conceptual and forms
an integrated whole. In characterizing human knowledge,reeds to consider two topics, namely, context and hierar-
chy52:69 Structural knowledge can therefore be expressed in termsofections between a web of knowledge granules.

The granular structures provide a plausible way to desatituetural knowledge. Reasoning about intensions is based
on logic% For data mining, we need to derive relationships betweerntie@sions of concepts based on the relations
between the extensions of concepts. Through the connsdiEtween extensions of concepts, one may establish relatio
ships between concept$.”®

The results of granular structures can be easily appliedestudy of structural knowledge.

3.2.3. Mining task

Both knowledge granules and structural knowledge are uséfinceptually, knowledge hidden in a dataset is embedded
in the entire knowledge space defined by using only intessidiconcepts. More often than not, it is only a small portion
of the knowledge space. The mining task is therefore to kefarcthe most suitable knowledge granules and structural
knowledge.

The idea of learning as search suggested by Mitthilequally applicable here. In order to have practical atgors,
we need to have a search space with manageable size. Forlexampgan search in the space of conjunctively definable
concepts? We also need to study search heuristics.

For a given dataset, different types of knowledge may cstekiollowing our discussion of granular computing, we
need to have a multiple view approach for data miningzor example, two types of structural knowledge are formal
concept lattice’s° "' and hierarchical classés’



3.2.4. Discussions

By considering three basic issues, namely, knowledge ¢ganstructural knowledge, and mining task, the new franmewo
may provide a basis for data mining. Instead of dealing wittlévant details, the framework offers a powerful conaapt
view. It will not be a difficult job to interpret existing motieof data mining in this framework.

As we have shown, once the basic concepts, ideas, and pesapgranular computing are well understood, their
applications to data mining seem to be very straightforwdrth argued that data mining can be reduced to granular
computing?® While his formulation is on the algorithm level, our disciassis on the conceptual level.

4. CONCLUSIONS AND REMARKS

A cross-disciplinary enquiry into human understandingradblem-solving leads to the emergence of granular comguti
Although each field has its version of the problem-solvingoesss, the basic way of thinking is shared across discipline
Granular computing may be viewed as a study of such emergepegies from many disciplines. While each discipline
may consider only certain aspects, the study of granulapctimg provides an integrated whole. At philosophical leve
granular computing concerns structured thinking. Its enpéntation at the application level leads to structurethlpro
solving. This powerful view enables us to establish a satisi$for data mining.

The application of granular computing for data mining ithases two points. For one, granular computing is indeed
a powerful view that can be used to model many problems. Foother, like many other fields, data mining follows the
principles of granular computing.

The new framework of data mining focuses on high concepéwal issues by ignoring much irrelevant details. It brings
more insights into data mining as a scientific field of studye Three fundamental assumptions, namely, (a) granules as
knowledge granules, (b) granular structures as struckimalvledge, and (c) mining as search, seem to be reasonable.
Those assumptions are in fact implicitly used by many dat@ingimodels. In this paper, we in fact only presented an
outline of the general framework. As future research, orexlado carefully examine the assumptions and claims with
respect to a concrete model. Some preliminary work can bedfaduanother pap€e®¥

This paper draws results and perspectives from many fieltlsoégh detailed discussions of each field are not provided
in many cases, an extensive (yet non-exhaustive) list efeetes is given. In order to build a more coherent and cample
framework of granular computing in general and data minmspecific, one needs to examine carefully results from other
fields. This not only brings new insights, but also preveatiscovering of old theories and techniques.
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