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Granular computing is a growing information processing paradigm in computational intelligence and human-centric systems. Granular computing research has attracted many practitioners. Granular computing was initially called information granularity or information granulation related to fuzzy sets research (Zadeh 1979). The term granular computing first appeared in 1997 in Zadeh’s paper where it was defined as “a subset of computing with words”. It is generally accepted that 1997 is considered as the birth of granular computing. Although the term granular computing is new, the basic notions and principles of granular computing occurred under various forms in many disciplines and fields (Yao, 2001, Zadeh, 1997).

Yao YY, Information granulation and rough set approximation, International Journal of Intelligent Systems 16 (1): 87-104, 200
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Similar views are shared by research in belief functions, artificial intelligence, cluster analysis, chunking, data compression, databases, decision trees, divide and conquer, fuzzy logic, interval computing, machine learning, structured programming, quantization, quotient space theory, and rough set theory.

Granular computing is often loosely defined as an umbrella term to cover any theories, methodologies, techniques, and tools that make use of granules in complex problem solving. Zadeh considers granular computing as basis for computing with words, i.e., computation with information described in natural language. Yao views granular computing as a complementary and dependant triangle: structured thinking in philosophical perspective, structured problem solving in methodological perspective and structured information processing in computational perspective.
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An important aspect in granular computing is to view granular computing as human-centric intelligent systems. Human-centered information processing was initiated with the introduction of fuzzy sets. Such insights have led to the development of the granular computing paradigm. From machine-centered to human-centered approaches is considered one of the trends in GrC research.

The basic ingredients of granular computing are granules such as subsets, classes, objects, clusters, and elements of a universe. These granules are composed of finer granules that are drawn together by distinguishability, similarity and functionality. Based on complexity, abstraction level and size, granules can be measured in different levels. The problem domain, i.e., the universe, exists at the highest and coarsest granule. Granules at the lowest level are composed of elements of the particular model that is used.
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Granulation is one of the key issues in granular computing for problem solving. The original meaning of granulation from dictionaries is the act or process of forming something into granules. It is a process of making a larger object into smaller ones. Zadeh adopted this idea to decompose a universe to granules and pointed out “granulation involves a decomposition of whole into parts. Conversely, organization involves an integration of parts into whole.” Based on this definition, there will be two operations in granular computing, i.e., granulation and organization.

Granulation involves two directions in problem solving: construction and decomposition. The construction involves the process of forming a larger and higher level granule with smaller and lower level sub-granules. The decomposition involves the process of dividing a larger granule into smaller and lower level granules.
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The former is a bottom-up process and the latter a top-down process. The reason for a more general and broad view of granulation is that construction and decomposition are tightly related. When one chooses a particular granulation in an application, the benefits and efficiency of one direction is correlated to its opposite direction. If we consider a decomposition operation without the consideration of construction we may end up with a very efficient decomposition operation and a very inefficient construction.

In order to conduct granulation, it is crucial to understand relationships amongst granules. We may classify granular relationships into two groups: interrelationship and intrarelationship.
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Decomposition divides a larger granule into smaller granules from which a larger granule can still be formed with construction. Construction groups smaller granules that share similarity, indistinguishability, and functionality to a larger granule. The relationship involved in the former granulation is considered as interrelationship, the latter intrarelationship. In other words, interrelationship is the basis of grouping small objects together while intrarelationship is the foundation of dividing a granule into smaller ones. Refinement and coarsening are additional types of relationships.
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A granule o1 is defined as a refinement of another granule o2, or equivalently, o2 is a coarsening of o1, if every sub-granule or object of o1 is contained in some sub-granules of o2. Partitions and coverings are two simple and commonly used granulations of a universe. A partition of a universe is a collection of its non-empty and pairwise disjoint subsets whose union is the universe. It forms a covering if it is not disjoint. The subsets are called covering granules in a covering, and partition granules in a partition.
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Representative and influential research in granular computing are briefly summarized:

Philosophic and fundamental views of granular computing
Defining granular computing is one of the important research tasks for this community. Instead of simply defining what is granular computing research, Yao views the scope of granular computing from three perspectives, namely, the philosophical perspective, methodological perspective and computational perspective. It is argued that with each perspective focusing on different aspects of granular structures, the three perspectives working together will provide a more general and complementary view of granular computing.
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The philosophical perspective concerns structured thinking. The methodological perspective concerns structured problem solving. The computational perspective concerns structured information processing. Granular computing also focuses on the application of its theory to knowledge-intensive systems. The representation and processes of a system are two things to consider. Representation of a system describes the granules and granular structures within the application domain.

**Human-centered and fuzzy information processing**

Human-centered information processing was initiated with fuzzy sets. The insights have led to the development of the granular computing paradigm (Bargiela & Pedrycz, 2008; Zadeh, 1997). Shifting from machine-centered approaches to human-centered approaches is a trend in granular computing research.
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Granular computing adopts a structured combination of algorithmic and non-algorithmic information processing that mimics human, intelligent synthesis of knowledge from information. By integrating various different agents in which each pursues its own agenda, exploits its environment, develops its own problem solving strategy and establishes required communication strategies, one may form a more effective human-centered information system. In fact, each agent may encounter a diversity of problem-solving approaches and realize their processing at the level of information granules that is the most suitable from their local points of view. To this level, the hybrid model raises a fundamental issue of forming effective interaction linkages between the agents so that they fully broadcast their findings and benefit from interacting with others.
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Rough-Granular Computing

Rough set theory plays an important role in granular computing. Recent work studies the formation of granules with different criteria from a rough computing point of view (Skowron & Stepaniuk, 2007). When searching for optimal solutions satisfying some constraints, one of the challenges is that these constraints are often vague and imprecise. In addition, specifications of concepts and dependencies involved in the constraints are often incomplete. Granules are built in computations aimed at solving such optimization tasks. General optimization criterion based on the minimal length principle was used. In searching for (sub-)optimal solutions, it is necessary to construct many compound granules using some specific operations such as generalization, specification or fusion. These criteria can be based on the minimal length principle, can express acceptable risk degrees of granules, or can use some utility functions.
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**minimal length principle** The minimum description length (MDL) principle is a powerful method of inductive inference, the basis of statistical modeling, pattern recognition, and machine learning. It holds that the best explanation, given a limited set of observed data, is the one that permits the greatest compression of the data. MDL methods are particularly well-suited for dealing with model selection, prediction, and estimation problems in situations where the models under consideration can be arbitrarily complex, and overfitting the data is a serious concern.

The **minimum description length principle** is a formalization of Occam’s Razor in which the best hypothesis for a given set of data is the one that leads to the best compression of data. MDL was introduced by Rissanen in 1978. It is an important concept in information theory and learning theory.
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Dominance-based Rough Set Approach

The dominance-based rough set approach is another representation of rough set-based granular computing methodology. It extends the classical rough set approach by utilizing background knowledge about ordinal evaluations of objects and about monotonic relationships between these evaluations (Slowinski, Greco & Matarazzo, 2007). The indiscernibility or tolerance relation among objects, which is used in the classical rough set approach, has been replaced by the dominance relation: the only relation uncontested in multi-attribute pair-wise comparisons when attribute scales are ordered. In addition, the fuzzy-rough approximations taking into account monotonic relationships between memberships to different sets may be applied to case-based reasoning.
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Other Important Research Directions

Topological views of granular computing are also attracting some researchers. For instance, Zhu (2007) studies covering-based rough sets from the topological view.

Yager (2007) adopted granular computing on information fusion applications. In particular, fuzzy sets are used to provide a granular representation of uncertain information about a variable of interest.

Zhang & Zhang (2004) proposed a theoretical framework of a fuzzy reasoning model under quotient space structure. The quotient space structure is introduced into fuzzy sets to construct fuzzy set representations of different grain-size spaces and their relationships.
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Liu et al. studied granular computing from a rough logic aspect (Liu, Sun & Wang, 2007). The granulation is based on the meaning of a rough logical formula in a given information system. It is suggested that the practicability of the granulations will offer a new idea for studying the meaning of classical logic and the meaning of other nonstandard logic.
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Concluding Remarks

A Maxim for Vikings

Here is a fact

that should help you fight a bit longer:

Things that don’t actually kill you outright

make you stronger.