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Cutne

• Routing
• Error Detection
• Retransmission
• Congestion Control
• Flow Control
• Medium Access Control
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Forwarding Tables
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• How do routers know what to do with their packets?
• Their forwarding tables tell them:
• Forwarding: The process of taking a packet from an input
and sending it out the appropriate output

• Forwarding tables need to contain every detail of a link

i
128.208.128.0/17 ifO 8a:Oc:lf:e4:6b:lc
128.208.0.0/18 itO 8a:Oc:bb:e4:3b:al (
128.208.96.0/19 if2 8a:Oc:7b:a9:b2:fc J zd

• They are often implemented in VLSI hardware
— hign-speec mem.ohes
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Routing Tab’es

• Where do forwarding tables come from?
• From routing tables:
• Routing: The process of building the tables that
determine the correct destinations for packets

128.208.128.0/17
128.208.0.0/18
128.208.96.0/19

171.69.245.10
171.69.245.10
178.45.23.124

• Simpler than forwarding tables
— typicay jus: a data strLctre in a ccmuter
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• How do you build routing tables? How do you route?
• Routers run algorithms that update their know’edge of
the network every few seconds to hours

• They do this by sending out queries for information and
by responding to queries.

• Routing seeks to find
the cheapest path from
any source to any
destination

• Minimize link costs

[SPearson, Tanenbaum]
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Hierarchical Routing

Routing over two-levels substantially çut on complexity
— i9thin AS -

— And beveen th IA: Full Table IA: Hierarchical Tab
Dest. Une Hops Dest. Line Hops

condensed to single router lB _l 1BI lB 1
Region-region comms 1A - - IA’ - -

IC 1C 1 J iIic 11• Increased path length a common —— -j— 2 I?
penalty (e.g. IA to 5C) 28 3] 1C I 2 I

2C lB 3 41 IC 3 I
Region 1 Region 2 —2D lB 4 51 10 4 U

3A1C3
3B 1C 2 #0
4A1C 3
4B 1C 4
4C 10 4
5A 10 4
52 5
5C lB 5
50 10 6

5
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Region 3 Region 4 Region 5
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Link Metrics (Costs)
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• Routing often seeks to identify the shortest path between
destinations in a graph, the smallest Ink metric

• Easiest is to just treat all links the same and just count
hops (RIP: Routing Information Protocol, does this)

• But many options exist
— mean deay (atency) B 7 C
— distance
— bandwidth D
— average traffic
— communication cost
— pdiltical/economic policy

[©Pearson. Tanenbaum]
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Routing Types

• Methods of building routing tables?
• They do this by sending out queries for informatiorand
by responding to queries
Intradomain Routing
• Routing within an AS Sy

( • OSFP (Campus), IS-IS (ISPs)
— Interdomain Roung

• Routing between AS
• BGP

CSE 3213, W14 L4: Routing & Control
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Intradomain Roufing

i- Wo’
• Learning about neighbours

— When router is introduced it sends out HELLO
— Router on other ilne sends back its name

• Setting link costs
— Connecting routers can construct costs by sending their bandwidth
!irits

— Delay can also be constructed by sending ECHO packets
• Building link state packets A L1:bEta

— Aggregate the info
B 2 Age Age Age Age

B4 A4 B2 C3
E5 C2 D3 F7

F6 El

Irtradomain Routing

OSPF: Open Shortest Path First
— L!nk-sae routing
— Every router buBds UD a knowledge othe whole nevork topooçy
•Find link quality to all next-hop neighbors (local view formed)
•-Send this information throughout the whole network (global view
‘forrned)
,Compute shortest path to every router (Dijkstra’s algorithm)

• Details...

AD

[©Pearson, Tanenbaum]
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packet on each line
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Peckets

Seq. Seq.
Age Age
A5 B6
Cl D7
F8 E8
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Intradom2in Roung

Distributing link state packets
— Thckiest part E

All routers must get packets quickly and reiabiy
If routers have different versions of topology ocd behaviour will result

— Use flooding to distrute link state cackets — . /yp Pu/y (m

( — Every incoming packet is sent OLt on every QLgcr’g lire
Except the one it arrived on
How do you keep from swamping the network? C73/ /“/

— Packets have (Sfl)

I l Each time you (the source) send out a new packet increment its}
sequence number, k r i I L
Routers keep track of (source router, kerges) pairs — / t 1 Dc. L1

1< If incoming packet has k < discard it A32-bit k’s would take 137 to loop at I packet per second
II1/sc, PAge field is decremented in case router goes down I
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Shortest-Path Finding

Now apply Dijkstra’s algorithm tq find shortest
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Interdomain Routing

BGP: Border Gateway Protocol -
— a:- vector ouur;g (a form of distance vector routi g)
— Exchanging data with negboursto incrementaTy form a cba 111\UV

ei of the nevcrk

Router

A B “Nc D

_________________

[©Pearson, Tanenbaumi
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Vector Tables

Each router maintains a vector table (e.g. J)
— For each router (destination) n the neNork keeptrack of...

The next hop it should take
The total (estimated) distance to the destinatio

V

A
Router

12 A B”NC D

9 4 11
F G

• It can start a basic network table by
talking to its neighbours
— JA=8. JI=1O, JH=1.2, JK=6 0 J L

CSE 3213, W14 L4: Routing & Control 14
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Vector Tabie Updates

Every period T each router shares its vector table with
each of its neighbours, X, andtheir distance to
destination Y To A H K

— Looks at their distance, estimates XY
. .. -

• Neg ur X’s estiynate to estinatior Y c

H7j9
dis ce RX 121 14 ?

• For example what happens to J’s vector
table with... L 29 33 9 9

— JA=8, J1D, JH=12, JK=6
‘ 10 IZ /4

• This technique is called the distributed Bellman-Ford
algorithm
CSE 3213, W14 L4: Routing & Control 15

Distance Vector Convergence
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• Good news travels fast • Bad news travels slow
— Deay metric is number of nope — A suddeniy goes down
— A is down initiaTiy — 3 does not hear from A..
— But when it comes ufl... — .. but C thir.s it is 2 hops away
— . .

. each exchange propagates • B thinks it can get to A from C
the news in a inear fashion — But B & D think they are 3 away

‘i/t. • So C updates to 4, etc., etc.

( # Js. — Distance = I + min(neighbour)
‘ r-P 1’ • Sbw count to infinity -;

_/
A B C C B

. • • •‘1ritiaiiy . .o /thKS 1 2 3 4 Initially

1 • • • After 1 exchange 3 2 3 4 After 1 exchange é
3 4 3 4 After2 exchanges

1 2 • • After 2 exchanges - 5 4 5 4 After3 exchanges
1 2 3 • After 3 exchanges 5 6 5 6 After 4 exchanges
1 2 3 4 After 4 exchanges 7 6 7 6 After 5 exchanges

7 8 7 8 After 6 exchanges
CSE 3213, W14 L4: Routing & Control 16
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Roung Summary
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v1y• Interdomain
SGP piQ

• Intradomain
- OSPF
— nkstated

• global communication
local computation

— s ir ‘erwoayer
• acknowledged P

— iencs to have r mecn/
recurernents
• Keeping track of each router’s
link state

More comotaticn in
impementing grapn search

0r
4v:ry
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— distance vector
• local communication
• global computation —

— n aoccacn aer
• utilizes TCP

— Scw at onn out cac ins
• Bad news travels slowly (count
to-infinity problem)

‘• /
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Error Detection

• Physical links, router and host hardware can corrupt
messages

• Routers should have the ability to detect errors
• Many approaches are used at many levels

— L:ne coding at tne physice ayer (will discuss ayers in 4)
• Turbo codes
• Reed-Solomon codes
• LDPC codes

• At the data link and network layers
— Use header checksums
— A Dany scneme

CSE 3213, W14 L4: Routing & Control 18
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Retransmission of Erroneous Information

• What do you do when you detect an error?
• You can just forget about the erroneous packet

— S;sterr dcesnt creE1Kdc\, but Cormabor s cst

• Or you can request that the same packet be
retransmitted
- Founda:ion of a reHable delivery service
— Sucn a scheme s caieo: Azcmabc Repeat reQuest (ARQ)

• Units send messages and expect acknowledgments
• A number of strategies are employed to make this approach reliable
and efficient

— Present in both the data link and transport layers
— In the Internet this is typicay carried out by the hosts not the
routers

CSE 3213, W14 L4: Routing & Control 19

Congestion Control

• What happens if many hosts send packets through one
link?

• Router buffer is overwhelmed and must start discarding
packets

• Hosts don’t get acknowledgments and thus slow down
the rate at which they send information

(s yu fypcl(y e71+k((I’j
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Flow Control
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• A fast transmitter can overwhelm a slow receiver
• In this case receiver indicates (in acknowledgments) to
the transmitter how much buffer space it has remaining

• Transmitter doesn’t send unless it is aware of enough
buffer space in receiver

— ‘nDrr’en:ec within ARQ
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Congestion & Flow Control Summary

• Congestion Control
— Prevents cver!cwng the router
ouffers

— Concerned with evcrk

• Flow Control
— Prevents overf!cwng the
destincUon buffer

— Concerned wftb end-to-end
ooeration

CSE 3213, W14 L4: Routing & Control 22
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Medm Access Ccnt (MAC)

• Multiple hosts try to communicate over one medium
— one wire
— or. e radio chane

• How do the units organize their behaviour in order to
achieve useful communication?
— h.s s :he ob of tne MAC

• This is more the job of LAN and less a specific Internet
function

[©Pearson. Tanenbaisn]
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