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•  Routing 
•  Error Detection 
•  Retransmission 
•  Congestion Control 
•  Flow Control 
•  Medium Access Control 
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•  How do routers know what to do with their packets? 
•  Their forwarding tables tell them: 
•  Forwarding: The process of taking a packet from an input 

and sending it out the appropriate output 
•  Forwarding tables need to contain every detail of a link 

•  They are often implemented in VLSI hardware 
–  high-speed memories 

Forwarding Tables 

L4: Routing & Control 

Destination Interface MAC Address 
128.208.128.0/17 if0 8a:0c:1f:e4:6b:1c 
128.208.0.0/18 if0 8a:0c:bb:e4:3b:a1 
128.208.96.0/19 if2 8a:0c:7b:a9:b2:fc 
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•  Where do forwarding tables come from? 
•  From routing tables: 
•  Routing: The process of building the tables that 

determine the correct destinations for packets 

•  Simpler than forwarding tables 
–  typically just a data structure in a computer 

Routing Tables 

L4: Routing & Control 

Destination Next Hop 
128.208.128.0/17 171.69.245.10 
128.208.0.0/18 171.69.245.10 
128.208.96.0/19 178.45.23.124 
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•  How do you build routing tables?  How do you route? 
•  Routers run algorithms that update their knowledge of 

the network every few seconds to hours 
•  They do this by sending out queries for information and 

by responding to queries 
•  Routing seeks to find 

the cheapest path from 
any source to any 
destination 

•  Minimize link costs 

Routing 

L4: Routing & Control 
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to the regional networks are more ISPs, LANs at many universities and com-
panies, and other edge networks. A sketch of this quasihierarchical organization
is given in Fig. 5-45.
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Figure 5-45. The Internet is an interconnected collection of many networks.

The glue that holds the whole Internet together is the network layer protocol,
IP (Internet Protocol). Unlike most older network layer protocols, IP was de-
signed from the beginning with internetworking in mind. A good way to think of
the network layer is this: its job is to provide a best-effort (i.e., not guaranteed)
way to transport packets from source to destination, without regard to whether
these machines are on the same network or whether there are other networks in
between them.

Communication in the Internet works as follows. The transport layer takes
data streams and breaks them up so that they may be sent as IP packets. In theory,
packets can be up to 64 KB each, but in practice they are usually not more than
1500 bytes (so they fit in one Ethernet frame). IP routers forward each packet
through the Internet, along a path from one router to the next, until the destination
is reached. At the destination, the network layer hands the data to the transport
layer, which gives it to the receiving process. When all the pieces finally get to
the destination machine, they are reassembled by the network layer into the origi-
nal datagram. This datagram is then handed to the transport layer.

In the example of Fig. 5-45, a packet originating at a host on the home net-
work has to traverse four networks and a large number of IP routers before even
getting to the company network on which the destination host is located. This is
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•  Routing over two-levels substantially cuts on complexity 
–  Within AS 
–  And between them 

•  Region-region comms 
condensed to single router 

•  Increased path length a common 
penalty (e.g. 1A to 5C) 

Hierarchical Routing 

L4: Routing & Control 
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Figure 5-14. Hierarchical routing.

5.2.7 Broadcast Routing

In some applications, hosts need to send messages to many or all other hosts.
For example, a service distributing weather reports, stock market updates, or live
radio programs might work best by sending to all machines and letting those that
are interested read the data. Sending a packet to all destinations simultaneously is
called broadcasting. Various methods have been proposed for doing it.

One broadcasting method that requires no special features from the network is
for the source to simply send a distinct packet to each destination. Not only is the
method wasteful of bandwidth and slow, but it also requires the source to have a
complete list of all destinations. This method is not desirable in practice, even
though it is widely applicable.

An improvement is multidestination routing, in which each packet contains
either a list of destinations or a bit map indicating the desired destinations. When
a packet arrives at a router, the router checks all the destinations to determine the
set of output lines that will be needed. (An output line is needed if it is the best
route to at least one of the destinations.) The router generates a new copy of the
packet for each output line to be used and includes in each packet only those dest-
inations that are to use the line. In effect, the destination set is partitioned among
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5.2.7 Broadcast Routing

In some applications, hosts need to send messages to many or all other hosts.
For example, a service distributing weather reports, stock market updates, or live
radio programs might work best by sending to all machines and letting those that
are interested read the data. Sending a packet to all destinations simultaneously is
called broadcasting. Various methods have been proposed for doing it.

One broadcasting method that requires no special features from the network is
for the source to simply send a distinct packet to each destination. Not only is the
method wasteful of bandwidth and slow, but it also requires the source to have a
complete list of all destinations. This method is not desirable in practice, even
though it is widely applicable.

An improvement is multidestination routing, in which each packet contains
either a list of destinations or a bit map indicating the desired destinations. When
a packet arrives at a router, the router checks all the destinations to determine the
set of output lines that will be needed. (An output line is needed if it is the best
route to at least one of the destinations.) The router generates a new copy of the
packet for each output line to be used and includes in each packet only those dest-
inations that are to use the line. In effect, the destination set is partitioned among

1A: Full Table 1A: Hierarchical Table 

[©Pearson, Tanenbaum] 
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•  Routing often seeks to identify the shortest path between 
destinations in a graph, the smallest link metric 

•  Easiest is to just treat all links the same and just count 
hops (RIP: Routing Information Protocol, does this) 

•  But many options exist 
–  mean delay (latency) 
–  distance 
–  bandwidth 
–  average traffic 
–  communication cost 
–  political/economic policy 

Link Metrics (Costs) 

L4: Routing & Control 

366 THE NETWORK LAYER CHAP. 5

5.2.2 Shortest Path Algorithm

Let us begin our study of routing algorithms with a simple technique for com-
puting optimal paths given a complete picture of the network. These paths are the
ones that we want a distributed routing algorithm to find, even though not all rout-
ers may know all of the details of the network.

The idea is to build a graph of the network, with each node of the graph
representing a router and each edge of the graph representing a communication
line, or link. To choose a route between a given pair of routers, the algorithm just
finds the shortest path between them on the graph.

The concept of a shortest path deserves some explanation. One way of
measuring path length is the number of hops. Using this metric, the paths ABC
and ABE in Fig. 5-7 are equally long. Another metric is the geographic distance
in kilometers, in which case ABC is clearly much longer than ABE (assuming the
figure is drawn to scale).
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Figure 5-7. The first six steps used in computing the shortest path from A to D.
The arrows indicate the working node.
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•  Methods of building routing tables? 
•  They do this by sending out queries for information and 

by responding to queries 
–  Intradomain Routing 

•  Routing within an AS 
•  OSFP (Campus), IS-IS (ISPs) 

–  Interdomain Routing 
•  Routing between AS 
•  BGP 

Routing Types 

L4: Routing & Control 
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•  OSPF: Open Shortest Path First 
–  Link-state routing 
–  Every router builds up a knowledge of the whole network topology 

•  Find link quality to all next-hop neighbors (local view formed) 
•  Send this information throughout the whole network (global view 

formed) 
•  Compute shortest path to every router (Dijkstra’s algorithm) 

•  Details… 

Intradomain Routing 
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SEC. 5.2 ROUTING ALGORITHMS 375

of the topology and leads to wasteful messages. A better way to model the LAN
is to consider it as a node itself, as shown in Fig. 5-11(b). Here, we have intro-
duced a new, artificial node, N, to which A, C, and F are connected. One desig-
nated router on the LAN is selected to play the role of N in the routing protocol.
The fact that it is possible to go from A to C on the LAN is represented by the
path ANC here.

Setting Link Costs

The link state routing algorithm requires each link to have a distance or cost
metric for finding shortest paths. The cost to reach neighbors can be set automat-
ically, or configured by the network operator. A common choice is to make the
cost inversely proportional to the bandwidth of the link. For example, 1-Gbps
Ethernet may have a cost of 1 and 100-Mbps Ethernet a cost of 10. This makes
higher-capacity paths better choices.

If the network is geographically spread out, the delay of the links may be fac-
tored into the cost so that paths over shorter links are better choices. The most
direct way to determine this delay is to send over the line a special ECHO packet
that the other side is required to send back immediately. By measuring the
round-trip time and dividing it by two, the sending router can get a reasonable
estimate of the delay.

Building Link State Packets

Once the information needed for the exchange has been collected, the next
step is for each router to build a packet containing all the data. The packet starts
with the identity of the sender, followed by a sequence number and age (to be de-
scribed later) and a list of neighbors. The cost to each neighbor is also given. An
example network is presented in Fig. 5-12(a) with costs shown as labels on the
lines. The corresponding link state packets for all six routers are shown in Fig. 5-
12(b).
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Figure 5-12. (a) A network. (b) The link state packets for this network.
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then the optimal path from J to K also falls along the same route. To see this, call
the part of the route from I to J r 1 and the rest of the route r 2 . If a route better
than r 2 existed from J to K, it could be concatenated with r 1 to improve the route
from I to K, contradicting our statement that r 1r 2 is optimal.

As a direct consequence of the optimality principle, we can see that the set of
optimal routes from all sources to a given destination form a tree rooted at the
destination. Such a tree is called a sink tree and is illustrated in Fig. 5-6(b),
where the distance metric is the number of hops. The goal of all routing algo-
rithms is to discover and use the sink trees for all routers.
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Figure 5-6. (a) A network. (b) A sink tree for router B.

Note that a sink tree is not necessarily unique; other trees with the same path
lengths may exist. If we allow all of the possible paths to be chosen, the tree be-
comes a more general structure called a DAG (Directed Acyclic Graph). DAGs
have no loops. We will use sink trees as a convenient shorthand for both cases.
Both cases also depend on the technical assumption that the paths do not interfere
with each other so, for example, a traffic jam on one path will not cause another
path to divert.

Since a sink tree is indeed a tree, it does not contain any loops, so each packet
will be delivered within a finite and bounded number of hops. In practice, life is
not quite this easy. Links and routers can go down and come back up during oper-
ation, so different routers may have different ideas about the current topology.
Also, we have quietly finessed the issue of whether each router has to individually
acquire the information on which to base its sink tree computation or whether this
information is collected by some other means. We will come back to these issues
shortly. Nevertheless, the optimality principle and the sink tree provide a bench-
mark against which other routing algorithms can be measured.

[©Pearson, Tanenbaum] 
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•  Learning about neighbours 
–  When router is introduced it sends out HELLO packet on each line 
–  Router on other line sends back its name 

•  Setting link costs 
–  Connecting routers can construct costs by sending their bandwidth 

limits 
–  Delay can also be constructed by sending ECHO packets 

•  Building link state packets 
–  Aggregate the info 

Intradomain Routing: Building Link States 
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duced a new, artificial node, N, to which A, C, and F are connected. One desig-
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–  Trickiest part 
•  All routers must get packets quickly and reliably 
•  If routers have different versions of topology odd behaviour will result 

–  Use flooding to distribute link state packets 
–  Every incoming packet is sent out on every outgoing line 

•  Except the one it arrived on 
•  How do you keep from swamping the network? 

–  Packets have sequence numbers 
•  Each time you (the source) send out a new packet increment its 

sequence number, k 
•  Routers keep track of (source router, klargest) pairs 
•  If incoming packet has k < klargest discard it 
•  32-bit k’s would take 137 years to loop at 1 packet per second 
•  Age field is decremented in case router goes down 

Intradomain Routing: Distributing Link States 

L4: Routing & Control 
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•  Now apply Dijkstra’s algorithm to find shortest path 

Shortest-Path Finding 

L4: Routing & Control 
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5.2.2 Shortest Path Algorithm

Let us begin our study of routing algorithms with a simple technique for com-
puting optimal paths given a complete picture of the network. These paths are the
ones that we want a distributed routing algorithm to find, even though not all rout-
ers may know all of the details of the network.

The idea is to build a graph of the network, with each node of the graph
representing a router and each edge of the graph representing a communication
line, or link. To choose a route between a given pair of routers, the algorithm just
finds the shortest path between them on the graph.

The concept of a shortest path deserves some explanation. One way of
measuring path length is the number of hops. Using this metric, the paths ABC
and ABE in Fig. 5-7 are equally long. Another metric is the geographic distance
in kilometers, in which case ABC is clearly much longer than ABE (assuming the
figure is drawn to scale).
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Figure 5-7. The first six steps used in computing the shortest path from A to D.
The arrows indicate the working node.
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•  BGP: Border Gateway Protocol 
–  Path vector routing (a form of distance vector routing) 
–  Exchanging data with neighbours to incrementally form a global 

view of the network 

 

Interdomain Routing 
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router can measure it directly with special ECHO packets that the receiver just
timestamps and sends back as fast as it can.

As an example, assume that delay is used as a metric and that the router
knows the delay to each of its neighbors. Once every T msec, each router sends to
each neighbor a list of its estimated delays to each destination. It also receives a
similar list from each neighbor. Imagine that one of these tables has just come in
from neighbor X, with Xi being X’s estimate of how long it takes to get to router i.
If the router knows that the delay to X is m msec, it also knows that it can reach
router i via X in Xi + m msec. By performing this calculation for each neighbor, a
router can find out which estimate seems the best and use that estimate and the
corresponding link in its new routing table. Note that the old routing table is not
used in the calculation.

This updating process is illustrated in Fig. 5-9. Part (a) shows a network. The
first four columns of part (b) show the delay vectors received from the neighbors
of router J. A claims to have a 12-msec delay to B, a 25-msec delay to C, a 40-
msec delay to D, etc. Suppose that J has measured or estimated its delay to its
neighbors, A, I, H, and K, as 8, 10, 12, and 6 msec, respectively.
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Figure 5-9. (a) A network. (b) Input from A, I, H, K, and the new routing table for J.

Consider how J computes its new route to router G. It knows that it can get to
A in 8 msec, and furthermore A claims to be able to get to G in 18 msec, so J
knows it can count on a delay of 26 msec to G if it forwards packets bound for G
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•  Each router maintains a vector table (e.g. J) 
–  For each router (destination) in the network keeps track of… 

•  The next hop it should take 
•  The total (estimated) distance to the destination 

 
•  It can start a basic network table by  

talking to its neighbours  
–  JA=8, JI=10, JH=12, JK=6 

Vector Tables 

L4: Routing & Control 
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router can measure it directly with special ECHO packets that the receiver just
timestamps and sends back as fast as it can.

As an example, assume that delay is used as a metric and that the router
knows the delay to each of its neighbors. Once every T msec, each router sends to
each neighbor a list of its estimated delays to each destination. It also receives a
similar list from each neighbor. Imagine that one of these tables has just come in
from neighbor X, with Xi being X’s estimate of how long it takes to get to router i.
If the router knows that the delay to X is m msec, it also knows that it can reach
router i via X in Xi + m msec. By performing this calculation for each neighbor, a
router can find out which estimate seems the best and use that estimate and the
corresponding link in its new routing table. Note that the old routing table is not
used in the calculation.

This updating process is illustrated in Fig. 5-9. Part (a) shows a network. The
first four columns of part (b) show the delay vectors received from the neighbors
of router J. A claims to have a 12-msec delay to B, a 25-msec delay to C, a 40-
msec delay to D, etc. Suppose that J has measured or estimated its delay to its
neighbors, A, I, H, and K, as 8, 10, 12, and 6 msec, respectively.
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Consider how J computes its new route to router G. It knows that it can get to
A in 8 msec, and furthermore A claims to be able to get to G in 18 msec, so J
knows it can count on a delay of 26 msec to G if it forwards packets bound for G

Destination Next Hop Total Distance 
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•  Every period T each router shares its vector table with 
each of its neighbours, X, and their distance to 
destination Y 

–  Looks at their distance, estimates XY 
•  Make mine… 
•  Mininmum of RX+XY (over all neighbour vectors) 

•  For example what vector table do I 
generate for J from my X (neighbour) 
info with… 

–  JA=8, JI=10, JH=12, JK=6 

•  This technique is called the distributed Bellman-Ford 
algorithm 

 

Vector Table Updates 
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Consider how J computes its new route to router G. It knows that it can get to
A in 8 msec, and furthermore A claims to be able to get to G in 18 msec, so J
knows it can count on a delay of 26 msec to G if it forwards packets bound for G
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Distance Vector Convergence 

•  Good news travels fast 
–  Delay metric is number of hops 
–  A is down initially 
–  But when it comes up… 
–  …each exchange propagates 

the news in a linear fashion 

•  Bad news travels slow 
–  A suddenly goes down 
–  B does not hear from A… 
–  …but C thinks it is 2 hops away 

•  B thinks it can get to A from C 
–  But B & D think they are 3 away 

•  So C updates to 4, etc., etc. 
–  Distance = 1 + min(neighbour) 

•  Slow count to infinity 

L4: Routing & Control 
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to A. Similarly, it computes the delay to G via I, H, and K as 41 (31 + 10), 18
(6 + 12), and 37 (31 + 6) msec, respectively. The best of these values is 18, so it
makes an entry in its routing table that the delay to G is 18 msec and that the route
to use is via H. The same calculation is performed for all the other destinations,
with the new routing table shown in the last column of the figure.

The Count-to-Infinity Problem

The settling of routes to best paths across the network is called convergence .
Distance vector routing is useful as a simple technique by which routers can col-
lectively compute shortest paths, but it has a serious drawback in practice: al-
though it converges to the correct answer, it may do so slowly. In particular, it
reacts rapidly to good news, but leisurely to bad news. Consider a router whose
best route to destination X is long. If, on the next exchange, neighbor A suddenly
reports a short delay to X, the router just switches over to using the line to A to
send traffic to X. In one vector exchange, the good news is processed.

To see how fast good news propagates, consider the five-node (linear) net-
work of Fig. 5-10, where the delay metric is the number of hops. Suppose A is
down initially and all the other routers know this. In other words, they have all
recorded the delay to A as infinity.
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Figure 5-10. The count-to-infinity problem.

When A comes up, the other routers learn about it via the vector exchanges.
For simplicity, we will assume that there is a gigantic gong somewhere that is
struck periodically to initiate a vector exchange at all routers simultaneously. At
the time of the first exchange, B learns that its left-hand neighbor has zero delay
to A. B now makes an entry in its routing table indicating that A is one hop away
to the left. All the other routers still think that A is down. At this point, the rout-
ing table entries for A are as shown in the second row of Fig. 5-10(a). On the next
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Routing Summary 

•  Intradomain 
–  OSPF 
–  link-state 

•  global communication 
•  local computation 

–  Runs in network layer 
•  acknowledged IP 

–  Tends to have high memory 
requirements 
•  Keeping track of each router’s 

link state 
–  More computation in 

implementing graph search 

•  Interdomain 
–  BGP 
–  distance vector 

•  local communication 
•  global computation 

–  Runs in application layer 
•  utilizes TCP 

–  Slow at pruning out bad links 
•  Bad news travels slowly (count-

to-infinity problem) 

L4: Routing & Control 
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•  Physical links, router and host hardware can corrupt 
messages 

•  Routers should have the ability to detect errors 
•  Many approaches are used at many levels 

–  Line coding at the physical layer (will discuss layers in L4) 
•  Turbo codes 
•  Reed-Solomon codes 
•  LDPC codes 

•  At the data link and network layers 
–  Use header checksums 
–  A parity scheme 

Error Detection 

L4: Routing & Control 
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•  What do you do when you detect an error? 
•  You can just forget about the erroneous packet 

–  System doesn’t breakdown, but information is lost 

•  Or you can request that the same packet be 
retransmitted 

–  Foundation of a reliable delivery service 
–  Such a scheme is called: Automatic Repeat reQuest (ARQ) 

•  Units send messages and expect acknowledgments 
•  A number of strategies are employed to make this approach reliable 

and efficient 
–  Present in both the data link and transport layers 
–  In the Internet this is typically carried out by the hosts not the 

routers 

Retransmission of Erroneous Information 

L4: Routing & Control 
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•  What happens if many hosts send packets through one 
link? 

•  Router buffer is overwhelmed and must start discarding 
packets 

•  Hosts don’t get acknowledgments and thus slow down 
the rate at which they send information 

Congestion Control 

L4: Routing & Control 
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•  A fast transmitter can overwhelm a slow receiver 
•  In this case receiver indicates (in acknowledgments) to 

the transmitter how much buffer space it has remaining 
•  Transmitter doesn’t send unless it is aware of enough 

buffer space in receiver 
–  Implemented within ARQ 

Flow Control 

L4: Routing & Control 
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Congestion & Flow Control Summary 

•  Congestion Control 
–  Prevents overflowing the router 

buffers 
–  Concerned with network 

internals 

•  Flow Control 
–  Prevents overflowing the 

destination buffer 
–  Concerned with end-to-end 

operation 

L4: Routing & Control 
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•  Multiple hosts try to communicate over one medium 
–  one wire 
–  one radio channel 

•  How do the units organize their behaviour in order to 
achieve useful communication? 

–  This is the job of the MAC 

•  This is more the job of LAN and less a specific Internet 
function 

Medium Access Control (MAC) 

L4: Routing & Control 
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Ether

Transceiver
Interface

cable

Figure 4-13. Architecture of classic Ethernet.

connected by repeaters is no different from a single cable (except for a small
amount of delay introduced by the repeaters).

Over each of these cables, information was sent using the Manchester encod-
ing we studied in Sec. 2.5. An Ethernet could contain multiple cable segments and
multiple repeaters, but no two transceivers could be more than 2.5 km apart and
no path between any two transceivers could traverse more than four repeaters.
The reason for this restriction was so that the MAC protocol, which we will look
at next, would work correctly.

4.3.2 Classic Ethernet MAC Sublayer Protocol

The format used to send frames is shown in Fig. 4-14. First comes a Pream-
ble of 8 bytes, each containing the bit pattern 10101010 (with the exception of the
last byte, in which the last 2 bits are set to 11). This last byte is called the Start of
Frame delimiter for 802.3. The Manchester encoding of this pattern produces a
10-MHz square wave for 6.4 µsec to allow the receiver’s clock to synchronize
with the sender’s. The last two 1 bits tell the receiver that the rest of the frame is
about to start.

Preamble(a)

Bytes

Type Data Pad
Check-

sum
Destination

address
Source
address

8 2 0-1500 0-46 46 6

Preamble(b) Length Data Pad
Check-

sum
Destination

address
Source
address

Figure 4-14. Frame formats. (a) Ethernet (DIX). (b) IEEE 802.3.

Next come two addresses, one for the destination and one for the source. They
are each 6 bytes long. The first transmitted bit of the destination address is a 0 for

[©Pearson, Tanenbaum] 


