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SWIRLs Implementations

* Sequential (SQ)
* A single threadhandles all processing

e Semi-Multi-Threaded (SMT)
* Only robots run on individual threads

* Multi-Threaded (MT)
» Sensorsand robots run on individual threads



Experimental Variables

PR. LAZARUS WILL INTRoDUCE ANCTHER

THE Two GROURS CAN'T AGREE oN
e No. of robots T EReT e T e T
VARIMNRLE To ZREAK THE INPASSE

* No. of sensors

e Estimate time

* Learning (on/off)

* Learning coefficient

* Minimum distance to arrive

* Robots max speed
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Software Setup

©SwirlController
JsensorsLocations: Map<integer, Point=
o robotLocations: Map<Character Point=

a"SwirlController()
@ generateSensorsList()void

@ setup():void
&'main(String[]):void
Xp + 0."
©SwirlSequential[0.* . - -
= +SMTExp |0.. ©SwirlMultiThread
SwirlSequential() ¥BARRIER CyclicBarri

s initialize(y boolean @SwirlSemiMultiThreaded Sieadiist Taend
E mate{;p:bu_:mlean “"BARRIER: CyclicBarrier “start: AtomicReference<Long>
© execute()-void o threadList: Thread][] &Smﬂl‘u‘ldﬂﬂ‘read{]

“Fstart: AtomicReference<Long= o execute() void

& SwirlSemiMultiThreaded()

minitialize().boolean

m estimate():boolean

@ execute()void




Hardware Setup

VL IPX

Processor Intel Xeon Processor E7-4860s Intel Xeon Processor X5650
No. of Cores 40 24
No. Threads 40 24
Frequency 2.26 GHz 2.67 GHz
Memory 64 GB 24GB
OS Red Hat Enterprise Linux Server Ubuntu 14.04
release 5.11 (Carthage)
JRE 1.7.0 1.7.0



Measuring Performance

* Response timef each method
* The total time of completion of a task

* Experiments 1-3 were run on MTL

* Experiments 4-5 were run on IPX




Experiment 1: Best Response time
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Experiment 2: Effect of Contention
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Experiment 3: Effect of Estimate Time
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Experiment 4: Effect of Learning
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Experiment 5: Effect of Network Size
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Experiment 5: Effect of Network Size
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Conclusion and Future Work

* Over 3000 experiments conducted

* SQ has the worst performance

* MT has the best learning rate

* In small networks SMT performs the best
* Test the effects of all parameters

* Examine different concurrent structures, such as data type



Environment and system configuration

* Environment size:
* 1000 x 1000 pixels on MTL

* 5000 x 5000 pixels on IPX

* Sensor comm. Rangé50 pixels
* Max Speeds0 pixels/s
 Learning Coefficient0.7
 Delta distance10 pixels

* Experiments 1-3 ran on MTL

* Experiments 4-5 ran on |IPX



