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Preface

No one would doubt that information and information technology (I & IT) are playing an
increasing role in business operations and our daily lives. The main reason for using
computers is to be more efficient. This allows organizations to be more competitive. It
also enables individuals to have higher earning power and achieve a better quality of life.
Increasingly, organizations are finding it necessary to use technology in order to compete,
and survive.

There are risks in using technology. It might be incorrectly applied because of inadequate
training or unrealistic expectation on what can be achieved. Computer systems reduce
paper and visible audit trail so errors have a higher chance of remaining undetected.
There is higher concentration of processing when computers are used and this increases
the impact of incorrect functions. Access to computer systems is less noticeable than
access to paper files so the risk of unauthorized transactions can increase.

The purpose of this book is to help understand how | & IT affects risks, what internal
controls should be implemented to mitigate risks and how internal controls can be tested
and assessed to provide assurance to management and customers and auditors.

Information technology (IT) is a collection of computer resources, including hardware
and software, used to process data and produce useful information. In this book, we will
address the risk and control implications of information and information technology. We
stress both because information sometimes may not be part of technology implementation
but still needs to be controlled.

Resources for this book, including URLSs, are referenced throughout the text as much as
practical. |1 have made every attempt to acknowledge sources, although most of the
material comes from my own experience and research. In a volume of this size, it is
inevitable to have some errors or omissions, including acknowledgements. | ask that any
reader who notices such omission contact me directly.

David C. Chan, MS, CPA, CISA, CISM, CISSP, CIA, CFE, PMP
June, 2015
York University
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CHAPTER ONE - WHO, WHAT, WHEN, WHERE, WHY?

Information technology and business are becoming inextricably interwoven. | don't think
anybody can talk meaningfully about one without the talking about the other. — Bill Gates

There are risks in using information technology (IT). It might be incorrectly applied
because of inadequate training or unrealistic expectation on what can be achieved.
Computer systems reduce paper and visible audit trail so errors have a higher chance of
remaining undetected. There is higher concentration of processing when computers are
used and this increases the impact of incorrect functions. Access to computer systems is
less noticeable than access to paper files so the risk of unauthorized transactions can
increase.

Users of information and information technology (I &IT) need assurance in order to have
faith in what they rely on to perform business transactions and make decisions. They
want to have faith in the information to be provided by the organizations they work in or
deal with. They have a right to demand that such faith be supported by a rigorous process
of system assurance.

Some have said that computing power doubles every year, i.e., the IT capability costing a
dollar today will probably cost fifty cents in a year. We have seen many examples of this
in personal computers, storage devices and consumer electronics. This does not mean that
consumers and organizations will spend less on IT. What this means is that we can
continuously upgrade the use of IT to improve efficiency as well as information reach
and richness, which can lead to better quality of life and more wealth. For organizations,
this will increase competitiveness. To respond to demand, and to generate demand,
technology product developers will continue to come up with new gadgets, tools and
applications.

The speed of change in IT and the seemingly exponential adoption rate by users and
organizations sometimes generate a question in one’s mind about reliability. This is
analogous to the doubt on quality and safety that rises from increasing the speed of
driving or high staff turnover. How is reliability measured? Who will measure it? Who
will assure it? With increasing use of the Internet, these questions will be asked more
often, and by more people. The Internet has changed the world and will continue to
change it.

In 1998, Reza Raji, a senior engineer in IBM, asked in an Institute of Electrical and
Electronic Engineers forum, “What if the Internet was allowed to go beyond connecting
desktops and laptops and could somehow be tied to the devices around us?" He further
illustrated the connectivity mechanism as a natural extension of "the networking
paradigm into control devices by allowing the different networks to join and form a
homogenous networking fabric. In the same way that the intranets became an extension
of the Internet, the local operating control networks, ...could be linked to the Internet and
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intranets where information (data and control) could flow from anywhere to anywhere,
from anybody to anything. People could now reach things as well as other people.” The
Internet is growing in this direction. It is called the Internet of Things (1oT).

In 10T, all types of network-connected devices and appliances are fitted with sensors that
send and receive data. For example, a refrigerator can tell its owners when they are low
on mustard, or a thermostat can adjust itself based on whether it senses human presence
in a room. The Google Glass and Apple’s iWatch are delivering similar functions. .
While predictions vary depending on which report you read, Gartner, Inc. estimates that
IoT will include 26 billion units installed by 2020, and by that time, 10T product and
service suppliers will generate incremental revenue exceeding $300 billion, mostly in
services.

My boss said to me a few times in late 1980’s, “technology has its place, its place is not
everywhere.” I don’t think he will say it now.

Questions that need to be asked: How is reliability measured? Who will measure it? Who
will assure it?

| & IT STAKEHOLDERS

The parties with interest in the reliability of I & IT include users, systems developers,
management and regulators. Users in turn include customers, employees and trading
partners. In the public sector, citizens are customers. These stakeholders have varying
degrees of reliance on systems and influence over systems reliability.

WHAT DOES SYSTEM RELIABILITY MEAN?

Reliability in an information system must encompass the following five attributes:
completeness, authorization, accuracy, timeliness and occurrence. Occurrence includes
existence, e.g., recorded transactions actually occurred, or recorded assets actually exist.
One can use the acronym CAATO to memorize these attributes. These attributes should
be related to the entire transaction cycle, which includes input, processing, output and
information storage. This cycle applies to systems that handle and record transactions as
well as systems that are used mainly for producing information. In the latter case, a
transaction would be a request for information or a system generated report.

Combining the CAATO attributes with the transaction cycle, one would expect a reliable
system to have the following performance:

It processes transactions completely.

It provides complete and relevant information to users to meet their requirements.
It has adequate resources and controls to prevent loss of stored information.

It accepts only authorized transactions.

It releases information only to authorized parties.

It changes information only based on authorized requests.

It processes transactions accurately.
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o It performs regular checks and reconciliations to ensure accuracy of stored
information.

e It provides accurate information to users.

e It processes transactions promptly.

e It provides current information to users as needed.

e It processes only real transactions (transactions that have actually occurred).

¢ Its information reflects only real transactions, assets and liabilities, i.e.,
revenue, expenses, assets and liabilities as indicated in the system actual exist.

How about confidentiality? A system is not reliable if it does not protect confidential
information. Well, that is really part of authorization. How about availability? A system
is reliable only if it is available when needed. That is accounted for under timeliness.

A growing concern is security. Security is a component of system assurance that is
addressed as part of authorization. A secured system means that access is always
authorized.

HOW IS RELIABILITY ACHIEVED?

A system does not satisfy the above criteria by chance. It needs checks to make sure
transactions are processed and information is produced to meet the completeness,
authorization, accuracy, occurrence, timeliness and efficiency attributes. These checks
are called internal controls. Why do we call them internal controls, rather than just
controls? Controls may be external, e.g., monitoring by creditors or regulators. Although
external controls serve to mitigate risks, the organization operating the system has little
influence over external controls. Therefore, organizations should rely mainly on controls
that they can influence, i.e., internal controls implemented by the organizations
themselves.

Internal controls may be manual or automated. Implementing internal controls assures
stakeholders that systems are reliable, i.e., they have the characteristics of completeness,
authorization, accuracy, timeliness, occurrence and efficiency. On an ongoing basis,
stakeholders will want assurance that the system continues to be reliable, i.e., internal
controls continue to work properly. Such assurance can be achieved by testing controls.

Internal controls should be applied to the following five system components:
infrastructure, software, people, procedures and information.

Infrastructure includes real estate, the network and hardware. They have to have enough
capacity, continuously available and be protected from sabotage, abuse, malfunction and
unauthorized access. These components need to be configured in such a way that working
together, they provide the platform for reliable information processing.

Software includes system software and application software. System software refers to
software needed to interface directly with the hardware, e.g., the operating system It also
includes database management systems which support multiple transaction processing
applications. Application software means systems that process transactions directly or
produce end user information. Application software is run on system software which in
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turn interfaces with hardware directly. Software has to be rigorously developed, tested
and documented. It also has to be monitored to detect glitches and protected from
unauthorized changes.

People include management, systems developers, technology infrastructure staff like
system administrators, and users. A system administrator is someone who controls the
software implementation in a computer, usually a server. This person has full control
over the computers that s/he supports. System administrators have powerful information
access and pose a significant risk to organizations. They need to be rigorously controlled.
We will discuss this further in Chapter Three.

Procedures include policies, standards and procedures for employees and customers.
They have to be concise, current and well communicated. Change control should be
applied.

Information is the most critical component of a system as without information, a system
does not serve its purpose. It is information requirement that determines the extent and
type of infrastructure, software, procedures and people. Each system should be tagged to
be owned by an executive and it is up to that owner to assess the criticality of information
that in turn will affect the amount of money to be invested in the system. Organizations
should have guidelines for executives to do such assessment. We will discuss this in more
detail in the next chapter.

Information

Although information seems easy to manage compared to software and hardware, it is the
most important component of a system. It was an argument | often had with systems
developers when | was a young auditor. Hardware and software are no doubt more
complicated than information and usually more expensive. However, the type and extent
of hardware and software needed depends on what information the system is intended to
process and in turn produce. Senior management should assign each system to be
“owned” by an executive and charge that owner with assessing the criticality of
information as a basis for deciding on the hardware and software as well as the internal
controls to be applied to the system.

Traditional Information Structure

Information is organized in a system to describe entities and the attributes within each
entity. For example, a payroll master file contains semi-permanent information of each
employee such as employee number, name, position, salary, tax deduction code, name of
supervisor, work location, date of hire, date of birth, year-to-date gross pay, year-to-date
deduction for each type of deduction and year-to-date net pay. This file describes the
entity called employee. Each record contains the information of each occurrence of the
entity, e.g., each employee. The date of hire and salary are attributes that describe each
occurrence of the entity, i.e., in this case, each employee that belong to the entity
“employee”. The term master file refers to a file of semi-permanent information. Each
pay period, a transaction file is produced to record, for each employee, the gross pay,
deductions and net pay. For each master file, there are multiple transaction files, which

4
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are used to update the master file. Another example of a transaction file is a file of salary
changes during the period. A transaction file contains a history of transactions and master
file contains the current status information of members of an entity.

The above describes a conventional information structure in a system. The data files in
each system pertain to only that system and are accessible to only that system. Each file
should have a field that is used as the primary key. A primary key is a field that uniquely
identifies a record, e.g., student number in the student master file qualifies as a primary
key.

Database

A database is a collection of related data files. Databases are increasingly used in
organizations to facilitate data sharing for real time transactions and data mining.
However, as is common when efficiency is to be gained, risk can go up. The sharing of
data files (tables) increases the potential access points and the complexity of software.
Thus, organizations need to implement controls to mitigate the additional risks. Modern
databases typically use the relational or object oriented relational model. Relational is the
most popular model for systems that process primarily numerical and text data. This
allows any two tables with a common attribute to interrelate and thereby provides more
flexibility to analyze and correlate data. For example, the customer order transaction file
can be correlated with the customer master file, using the customer number as the
common attribute, to compare the sum of the current balance owed by a customer and the
amount of the customer order to the credit limit, to decide whether to approve the
customer order.

A table is visually identical to an Excel spreadsheet, regardless of the database
management system. Common relational database management systems are Microsoft’s
Structured Query Language (SQL) Server and Oracle. Microsoft also has a mini version
of relational database management system (RDBMS) called Microsoft Access. IBM’s
DB2, which predated PCs, is still the most popular RDBMS for Z series servers
(mainframe computers).

Relational database systems can also support objects. An object may be a picture, a sound
clip or a video clip. It may also be is a piece of reusable object code that often contains
standard data like font and color. It can also contain holders for users to input data, thus
combining code and data in one object with the data portion being dynamic. When data is
changed, a new object can be created. Object code means computer program(s) that have
been compiled to machine language understandable to the operating system. Object code
is compiled from source code using a compiler (software tool) specific to the source
programming language like C++ and an operating system like Windows.

In a relational database, two tables can be related if they have a common alphanumeric
field, i.e., a field that can be used as a primary key. This field will be the primary key in
one of the tables and will be a field in another table without being a primary key of that
table. For example, an inventory table uses the product number as the primary key and
among other fields, it has a supplier number. The supplier number is the primary key in

5
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the supplier table. These two tables are said to be related which means a transaction can
be used to update both tables and also queries can be made on both tables simultaneously.
The supplier number field in the inventory table is called a foreign key because it is used
as a primary key in another table. The foreign key of a table should not be blank, e.g., a
product must have a supplier. The database administrator can configure the RDBMS to
enforce that a foreign key must not be blank on any record; this is called referential
integrity.

A new model, called non-relational database, NoSQL, is increasingly being adopted for
large scale but less structured data analysis where precision is less important than speed
and comprehensive coverage, e.g., for data mining, big data analysis as well as mobile
applications involving audio and video streaming. It is less structured and reliable than
the relational model but also more dynamic. It is the latter characteristic that makes it
attractive for mobile applications. NoSQL is not used for business transaction processing,
where precision overrides speed and comprehensiveness.

Common Reasons for Adopting a Database

1. Broadening customer service
By sharing data between applications, transactions that span different business areas
can be processed readily. For example, some bank customers have an automated
overdraft protection arrangement with their banks. Under this service, if a customer
accidentally overdraws a checking account, the checking account system will check the
customer’s savings account to see if there is enough money to cover the overdraft plus a
small service charge. If so, without human intervention, the checking account system
will move the money into the checking account. This avoids an NSF check. Without a
database, the checking account files are “owned” by the checking account system and
the savings account files are “owned” by the savings account system. It would be
impossible for the checking account system to move money from the savings account
system. This sharing of tables (files) between systems is called data program
independence.

2. Data sharing to expedite transactions and mitigate risk
Information is power. Organizations can empower systems and people by sharing
information. For example, payroll information can be shared with the production
system to expedite the accumulation of work-in-progress costs. Similarly, transaction
history and holdings about deposits can be accessed by the loan system to decide
whether to approve a credit application.

3. Data mining
Some have said that computing power doubles every year. This is not an
overstatement. A one-gigabyte portable hard disk as big as a shoe box cost $400 in
1998. With increasing computing power, organizations are performing more data
analysis to know more about their customers, products and the markets. Without
databases, analysis would be limited and less timely because correlation would require
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more system administrator and programmer intervention. Data mining is the principle
technique in customer relationship management systems that uses mathematical
analysis of a mass of data from different systems that share a database.

4. Reducing data redundancy
Without a database, a customer’s address may be stored in three files if the customer
has a checking account, a savings account and a personal line of credit. A database can
create a separate file containing non-financial information such as the address which
can be accessed by different systems when the address is needed, for, say, statement
mailing. This reduces the time to update information, saves storage and avoids data
inconsistency, e.g., the address in the savings account system is different from the
address in the checking account system due to a data entry error when the address was
changed. . While one may argue that the above savings will be offset by the increased
computer time to search data from different files and in configuring the RDBMS, such
increase in computer time, from experience, is more than offset by the savings in
people time and the reduction in risks of data inconsistency.

5. Increasing Computer Program Flexibility
Without a database, the data files of a system are “owned” by the system. For example,
the checking account data files reside within the checking account system and only
checking account programs can use these data files. This way, the computer programs
have to keep track of the data file layout, i.e., what fields are in each file as well as the
format and order of the fields. A database will alleviate programmers of this tedious
work by providing a data dictionary that keeps track of the file layouts. A program
only has to refer to the file (table) name and field names, instead of specifying the
location and format of the fields when accessing a file. This increases programming
efficiency and flexibility, as programs in one system can access the files in another
system.

The person who controls a DBMS is called a database administrator (DBA). A DBA has

powerful access and must be carefully screened before being placed on the position and

must be rigorously monitored. A DBA must not be a system administrator so as to limit

the power possessed by a single person. Limiting such power is called segregation of

duties.

Data Organization Structure and Access Methods

A database consists of tables. A table describes an entity. Examples of entities are student
and customer. Each table has multiple records which represent occurrences of the entity.
For example, in the customer master table, each record represents a unique customer.
Each entity has attributes like customer number and credit limit.

The records in a table may be stored sequentially based on the primary key. This is a
controlled way to keep track of records. As records are added or deleted, it may not be
necessary to sort the table. However, periodically, each table should be sorted to account
for gaps and duplicates.



Chapter 1 — Who, What, When, Where, Why

When a record is updated or needed for reporting, the DBMS or transaction processing
system (if a database is not used) will find the record. The traditional method of finding a
record is to start with the first record and compare the primary key value of each record
to the primary key value of the record that has to be updated, e.g., comparing the
customer account number of every record to the customer account number specified by
the customer or a customer service representative. This is time consuming. Data
architects many years ago came up with the index sequential method to overcome the
inefficiency. It uses an index similar to that in a telephone directory. One column of the
index contains the ranges of primary key values. The second column contains the
physical location of the range of records that corresponds to each range in the index, e.g.,
disk 1, cylinder 5. This way, instead of searching record by record, the DBMS searches
index first to narrow down to the range of locations where the desired record is. Index
sequential is mainly used in old legacy systems. I say “old legacy” because the “less old”
legacy systems have long been converted to use the direct access method. A common
index sequential access software tool is IBM’s Virtual Sequential Access Method for
mainframe computers.

A faster method is called direct access method. The DBMS uses an algorithm to calculate
the physical location of the record based on the primary key. How does this work,
because records may be moved from time to time? Well, all record movement is
controlled by the DBMS when a database is used. The DBMS uses an algorithm to
calculate the location where a record will be placed before placing the record. Thus, using
the same algorithm to calculate the location of the record to be updated is foolproof. The
algorithm uses the primary key of a record and other information about the storage media
like number of cylinders and tracks to calculate the physical location. The algorithm has
to be sophisticated enough to prevent collision, i.e., two records having the same physical
address. A drawback of this prevention is that the algorithm tends to be conservatively
rigorous in calculating address space to prevent duplicates and in so doing may leave
some physical disk space always vacant.

If there is collision, the DBMS can use the algorithm, the primary key value of the
existing record and the physical address of the existing record to calculate a new address
and move the physical record there. The new address will be located in a separate region
of the database called a chaining region. The originally calculated address (which is
occupied by an earlier record) will be used to store a pointer to the chaining region,
without disrupting the existing record.

In some business systems, most records are updated periodically at fixed intervals, e.g.,
payroll. In this case, using the sequential method to update records is acceptable because
most of the records have to be accessed in one pass anyway.

Management and auditors should perform checks to account for gaps and duplicates. In
addition, checks and tests should be performed to validate the index and the direct access
algorithm periodically.
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Hardware

Today’s information processing hardware can be conveniently classified as servers,
personal computers, smart phones and routers. It is important for management to
understand the capability of different hardware and its vulnerability in order to make cost
effective procurement decisions. It is also important for auditors to be knowledgeable
about hardware in order to assess risks and controls. We will describe the different types
of hardware from a business perspective.

Servers

Servers come in different sizes; however, the two main types are Z series servers that
support legacy systems and local area network (LAN) oriented servers. The former is run
on the IBM’s z/OS operating system. These servers used to be called mainframe
computers because of their large size in memory and disk storage. As LAN oriented
servers grow in size, the fast computing that was once the monopoly of mainframes is
now affordable using LAN oriented servers. Although there is still some difference in
speed and power between these two types of computers; the difference is becoming
narrower and narrower.

The data architecture is different between PC based servers and Z series servers, as is the
data format at the operating system level. For data representation, PC based servers use
American Standard Code for Information Exchange (ASCII), which is more user friendly
for PC users. Z series servers use Extended Binary Coded Decimal Interchange Code
(EBCDIC), which contains a larger character set and therefore can accommodate a
keyboard with more special keys. The operating system used in Z series servers is z/OS.
Z/OS is viewed by some as a safer operating system than Windows mainly because it is a
less popular target for hackers.

Servers should be in locked rooms. There should be a restricted list of computing devices
connected to a server. People with direct access to a server, e.g., logging on a server
directly to run operating system commands, should be highly limited with explicit
management authorization. Servers are often reassigned between business areas and
business systems so it is critical for management to keep current inventory by serial
number and model as to their location, network connection and supported business
systems.

Many organizations are optimizing the use of servers by deploying virtualization
technology. This involves using software to dynamically allocate idle server hardware
capacity to other busier servers to make the infrastructure more flexible to surging
transaction volume. Virtualization also reduces hardware cost and the cost of hiring
people to operate servers. It, however, increases the risk of business interruption as there
is now more reliance on fewer servers.
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Personal Computers

These are often called workstations, desktops, laptops, notebooks, notepads or tablets.
They vary in size, speed, memory space and storage capacity. It is critical for
management to have an approval process for assigning PCs so that employees are given
only what they need. It is not uncommon to find that some employees possess multiple
computers that are not all needed. It is also critical to have procedures to ensure that
inventory of location, user and network connection of each PC is maintained and
regularly updated. A common control is to require managers to sign off the list of
computers assigned to their staff members at least annually and subject these lists to
independent audits.

Smart Phones

Smart phones can be used to access servers directly to launch applications and retrieve
stored data. They should be controlled at least to the same extent as that for personal
computers and notebooks. In addition, because of the risk arising from mobility, more
stringent controls should be applied to prevent unauthorized use, improper personal use
and information leakage in transmission We will discuss these controls in more detail in
Chapter Eight.

Routers

A router’s main function is to collect information from client computers like personal
computers and smart phones and routes them to servers. This alleviates the need to
physically connect each client computer to a server, which may be difficult logistically. It
also provides flexibility for a client computer to access different servers from time to
time. All it takes is to change a router table and connect a router to the another server. A
routing table describes the client computers and servers connected to the router. A router
can be connected to multiple clients and servers. It is the “go between” for client
computers and servers. The routing table must be protected from authorized change and
kept current in relation to client requirements.

Software

There are two broad types of software: system software and application software. System
software refers to software needed to interface directly with the hardware, e.g., the
operating system. It also includes database management systems which support multiple
transaction processing applications. Application software means systems that process
transactions directly or produce end user information. Application software is run on
system software which in turn interfaces with hardware directly. Software has to be
rigorously developed, tested and documented. It also has to be monitored for
malfunctions and protected from unauthorized changes.
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Operating System

A computer cannot function without an operating system. This system software interfaces
between transaction processing programs and hardware. It manages the allocation of
hardware memory, disk space and the central processing unit (CPU). In PCs, the CPU is
in a chip. The CPU is the hardware brain of a computer that can perform addition,
subtraction, multiplication, division and comparison without the aid of software. The
operating system can be configured to log activities and allow only certain activities. It
also controls access to transaction processing programs (applications) and data files. The
operating system also interfaces between other system software like a database
management system (DBMS). It is important for every organization to have a policy and
supporting procedures with respect to the operating systems that should be used in
relation to business units and hardware types, version control and how each operating
system will be configured for each computer. For example, once an organization has
decided to adopt Windows 8, it should also adopt a standard blue print for configuration
so that the logging features, allowable types of programs and file controls are consistent
from computer to computer. We will discuss this further in Chapter Eight and Chapter
Nine.

Applications

An application is a business system, as opposed to system software. There are four types
of applications: batch, online real time, online input but batch update and eBusiness.
They differ in terms of responsiveness, cost and risk. Most organizations use all four
types of applications.

A batch system records transactions in batches instead of at the time they occur. Almost
all organizations use this type of applications. For example, banks are known to have
efficient online systems, yet they still use batch applications. Payroll in a bank is a batch
system. Check clearing is also a batch system, i.e., if | write a check, the money does not
come out of my account when the payee deposits the check. My account is charged only
on the night the check is deposited. A batch system does not provide instantaneous
response to the parties to the transaction mainly because such response is not required. A
batch system runs a higher risk of incomplete processing because transactions are batched
and input usually only once a day and in that process a transaction document may be lost.
A batch system, however, is more secure because only a small number of people have
access to input transactions, i.e., the parties to the transactions do not perform the data
entry. A batch system also has better audit trail because there are usually more source
documents. It also allows more time for users to detect errors before the errors are input
to the system.

Some systems take data input in real time but the transaction is processed only at the end
of the day along with other transactions of the same type that have been input throughout
the day. This is because timing within a day is not of the essence. For example, a
customer service representative may take my new address on the phone and key it in. The
system may just store the data entered and then update my address in the master file at
night. This is because my bank does not need to use my address during the day. A system
that takes data entry online but updates the master file in a batch gives more assurance
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about completeness than a batch system as a transaction is accepted by the system as
soon as it occurs. It has a greater security risk because there are usually more people who
have online access. There are more people with access because the objective of online
data entry is to expedite data entry instead of routing the transactions to only a few people
to enter in batches.

More and more systems are now online and real time, e.g., banking and point of sales. An
online, real time system carries higher assurance of completeness than batch processing
because transactions are entered as they occur, however, the risk of unauthorized access
is higher because there are a lot of access points. Also, there is less chance to detect
errors as there is less paper audit trail. An online system typically uses a database in order
to provide comprehensive and real time response to users. Most online users like
customer service representatives should not have to sign on to multiple systems to obtain
the data when talking to a customer on the phone; this is a common reason most online
systems use databases.

Batch and online are the two common ways of processing transactions in terms of
immediacy. Another pair of alternatives is centralized vs distributed. Centralized
processing means all transactions are processed in a central location, e.g., checks
presented in a bank are sent to the data center only once a day for collection from the
drawee banks.

Transactions can also be processed in a distributed manner, like automated teller machine
(ATM), where some functions are handled locally at the ATM, e.g., identification of the
bank code for service charge determination; whereas other functions are carried out
centrally like checking whether the card has been reported lost. Typically, online real
time systems process transactions in a distributed manner. Distributed processing has
higher risks of unauthorized access and incorrect processing because more computers are
involved in processing and thus software changes have to be implemented in more
computers. Also, the system is more complicated as it has to keep track of what is
processed centrally and what is processed locally.

An eBusiness system is an online real time system that runs on the Internet or an intranet.
The risk of unauthorized transactions is even higher because there are almost infinite
people with access. We will discuss eBusiness in Chapter Five.

Enterprise Resource Planning Systems

This is an integrated accounting system that links the common accounting functions to
provide online update to multiple accounting journals and ledgers in recording each
transaction. It minimizes data entry and printing by providing real time information to
customer service representatives, accounting staff members, managers and system users.
This expedites customer service, transaction processing, decision making and
management reporting. The needed information comes from the system directly instead
of being conveyed in email, phone calls and meetings, thereby also reducing the risk of
misunderstanding. Two common commercial products of enterprise resource planning
systems (ERP) are SAP and Oracle (not the same as the Oracle DBMS).
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Going from more or less “stand alone” accounting systems to an ERP produces efficiency
gain for the organization and standardizes the processes for data input, interpretation and
output; standardization will help to prevent inconsistency and errors. This is a main
reason organizations adopt ERP. However, standardization also calls for change and an
organization adopting an ERP has to realize that. The upfront cost is high and payback
may not come for several years. Such a project carries a higher risk than developing a
stand-alone system. An ERP allows organizations to put in better internal controls
because one control can be applied to several business areas and ERP vendors have
included best practices in their design. Because of the wide scope of an ERP, an
organization planning to implement it should seize the opportunity to review the business
processes throughout the enterprise and establish a value chain of functions of activities
while at the same time weed out or streamline the functions and activities that do not
deliver value. An ERP should be used to automate and integrate efficient processes
instead of magnifying inefficiency.

RESPONSIBILITY FOR SYSTEM ASSURANCE

Because internal controls carry a cost, they should be developed and implemented based
on risk assessment. Risk assessment involves understanding the business and assessing
the business impact of unreliable systems. Many would agree that the chief information
officer is not the best position in an organization to assess the business impact of system
failure for every system; in other words, the CIO is not expected to know each business
product or service intimately, especially in a large organization.

The person who should be responsible for risk assessment of a system should be the
executive responsible for the business affected. For example, if an ATM system goes
down, the bank will lose revenue and customer goodwill. The board of directors will not
be happy but because they are not employees they cannot carry out line responsibilities,
their function is to provide oversight and make strategic decisions; so they cannot be
charged with preventing and fixing such a system problem. The chief executive officer
and chief operating officer would not be happy but they cannot attend to every problem;
they operate at a strategic level. Well, going down the line, it would be logical to turn to
the executive responsible for delivering the ATM banking service. That person has a
business target to meet in terms of ATM revenue and profit. That executive is the
“owner” of the ATM business and responsible for sourcing the processes to deliver the
business, including the ATM system. This person has to assess the risks of ATM outage
and errors and develop internal controls based on such risk assessment. In practice, s/he
will use technical people and professionals in the bank to do the risk assessment and
control development; but s/he will be the person the CEO turns to for ensuring that the
ATM system is reliable.

Some might challenge that the executive accountability for the ATM banking service
should not own the system but instead, the CIO should own it. Their rationale is that
technology advance gave birth to ATM. Well, if we apply this reasoning, the CIO could
be charged with owning all business systems. That is impractical and the business
executives would likely disagree. Whether it is technology that drives business or
business vision that drives technology deployment is like the chicken and egg problem.

13



Chapter 1 — Who, What, When, Where, Why

Instead of fixing a point on this, we should keep in mind that information technology is a
business enabler. The CIO is a technical support executive and a facilitator, but not a
business owner.

Once the business owner has assessed risks and implemented internal controls for a
system, that person should document and acknowledge that as the business owner for that
system, s/he has assessed risks and implemented sufficient internal controls to reduce risk
to an acceptable level. This executive should also apply a process to periodically review
risks and controls in the system and then update the written acknowledgement. A control
conscious organization would require documented risk acceptance from each business
owner. The organization should have a framework and criteria to guide executives in risk
assessment and acceptance.

Where a system is used to support more than one business unit, the CEO may assign
“business ownership” of the system to the executive with the biggest business stake or the
highest expertise in the system. For example, the chief financial officer should own the
accounting system, and the vice-president of human resources could own the payroll
system. Some systems do not process transactions and instead, provide a common service
in the organization, e.g., email. Such a system would be logically “owned” by the CIO.

System owners, through technical and operations staff, design, implement and operate
internal controls to ensure that risks are mitigated to an acceptable level. These owners
should also carry out periodic assessment of controls to assure senior management and
stakeholders that systems are reliable. Auditors periodically carry out audits of controls to
independently assure their clients and auditees that systems are reliable.

At a corporate level, ultimately, the CEO is responsible for assuring its shareholders,
customers and regulators that operation is reliable and that customer information is
processed correctly and protected from unauthorized access. More and more large
organizations include internal control description in their annual reports.

BUSINESS CRITICAL SYSTEMS

Organizations always have limited resources. They should focus assurance effort on
business critical systems. The criteria for business criticality for a corporation addresses
mainly profitability and customer service. The criteria for a government include safety,
health, welfare, revenue and expenditure control. The criteria for a university would
include education quality, faculty support, revenue and expenditure control. We have
listed here, for general reference, a list of systems that organizations should consider to
be business critical. We will use three types of organizations as examples to show the
common business critical systems: retail business, banks and governments. These are by
no means complete lists of business critical systems. Each of these systems can be broken
into subsystems. The term “mission critical systems” is also commonly used. Some
people think that mission critical systems are more important than business critical
systems. However, in closer analysis, a business critical system could cripple an
organization if it is out for a few days. Just recall what you did or could not do last time
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email was down. By identifying and prioritizing business critical systems, one can
address the significance of mission critical systems. In other words, a mission critical
system is a business critical system with high priority, or we can call it a tier 1 business
critical system.

A large organization should have a register of systems ranked by business criticality.
Each system should be assigned to an executive for ownership. The owner is accountable
for the system’s reliability.

The following are common business critical systems.

Manufacturers, wholesalers and retailers

Accounting

Costing

Customer relationship management
eBusiness portal

Electronic data interchange
Expenditure control

Fixed asset

Franchising

Inventory

Payroll and human resources

Point of sales

Radio frequency ID interfaces
Sales

Stores profitability

Supply chain management
Treasury

ERP (would encompass a number of the above functions)

Financial Institutions
ATM

Accounting

Branch profitability
Brokerage
Credit card
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Customer relationship management
Deposits

eBanking portal

Expenditure control

Financial derivatives

Financial service regulatory reporting
Fixed asset

Insurance underwriting

Loans

Mortgages

Non-interest revenue

Payroll and human resources
Portfolio risk management
Treasury

Governments

Accounting

Citizenship and residency identification

Court administration

Educational institutions financing and monitoring
eGovernment portal

Expenditure control

Family support (child care and alimony enforcement)
Fixed asset

Health insurance

Payroll and human resources

Police

Supply chain management

Taxation

Transportation safety and licensing

Treasury

Water supply

Welfare
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CURRENT IT ISSUES

Chartered Professional Accountants Canada and American Institute of Certified Public
Accountants conducted a survey of top technology initiatives in 2013. Here is the list of
the top ten initiatives.

=

Managing and retaining data

Securing the IT environment

Enabling decision support and analytics

Managing IT risks and compliance

Governing and managing IT investment and spending
Leveraging emerging technologies

Ensuring privacy

Managing system implementation

Preventing and responding to fraud

Managing vendor and service providers

CLOX~NOUR~WDN

-

Managing and Retaining Data

We are in the age of information overflow and the Internet is a significant contributing
factor. There is no doubt in anyone’s mind that information can convey power. However,
information can also weaken an organization if it is wrong or irrelevant. Irrelevant
information can waste processing resources and lead to inappropriate decisions.
Computing power doubles every year. This is a two-edge sword to information
management.

With vast computing resources, organizations tend to collect, share and retain increasing
information. This can lead to information overflow that results in inefficiency, misuse
and mistakes. On the other hand, organizations can use growing computing power to
perform more thorough information analysis.

The world is increasingly information intensive. Some people say we are in an
information revolution. It is critical for an organization’s success to capture the right
information, propagate information and knowledge to the right people, codify
information for consistent retrieval and interpretation and to classify the risk of
information for determining the extent of controls. This requires a formal program of
policies, software tools, procedures and training. A large organization should have an
information management department whose function is to set the policies and standards
for information management, provide the relevant training and coordinate information
risk assessment.

Securing the IT Environment

This topic has made the list every year in the past ten surveys conducted by Chartered
Professional Accountants Canada. It will be increasingly challenging with cloud
computing, open networks, mobile computing and outsourcing. There are security
breaches in the news every week.
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An organization that has not considered all the vulnerabilities and threats related to
information technology, and has an inadequate security policy, could be a serious risk.
The loss, theft or compromise of a mobile device could disrupt an organization’s
operations and result in the loss of sensitive or confidential client and customer data. A
cyber attack could have the same consequences.

Enabling Decision Making and Analytics

The reports provided to management should be aligned with an organization’s strategic
goals. However, this may not be the case if the organization’s data architecture does not
support an effective reporting system. As a result, management may receive inaccurate or
incomplete reports, and, consequently, may be at risk of making poorly informed
business decisions.

Management must put in place a rigorous and formal structure of data analysis to provide
business intelligence. This structure should include advanced tools for data collection and
data mining. Organizations should take advantage of the exponential growth in
computing power to broaden and deepen their analysis of business data. Some major data
analytic firms count large Fortune 500 companies and government agencies among their
clients by providing advanced analysis of customer, investor and taxpayer data. It is
important for such companies that outsource data analytics to ensure confidentiality of
raw data and the resultant business intelligence. It is equally important for organizations
to educate their managers to interpret the analyzed data properly in light of the business
objectives, and to address the business intelligence in their risk management programs.
The risk management program should use the analyzed information to better assess
business risks; on the other hand, new products, new services and business decisions
arising from the business intelligence should be subject to risk management review to
avoid being misled by or overreacting to the output of complex algorithms. Banks started
hiring PhDs in mathematics more than two decades ago to help improve their fixed
income portfolio and design financial derivatives. However, during the financial crisis in
2009, the CEO of a major North American bank said that the bank had no shortage of
mathematicians, and that it could have used more PhDs in psychology. In quite a few
banks, the use of mathematics to design financial products seemed to have gotten carried
away.

However, the direction is definitely to analyze more information to continuously fine
tune the customer relationship system, risk management and business intelligence. Big
data analysis is just starting and will grow fast. Quantum computing development will go
hand in hand with this and be an important facilitator. These require focus by the chief
information officer, chief technology officer, chief knowledge officer and chief privacy
officer. Big data means collecting large volumes of data beyond business transactions,
that are somehow related to an organization’s business in order to set more competitive
strategies and make better informed corporate and business development decisions. Some
organizations are finding that big data is testing their relational database management
systems to the limit and are also adopting the NoSQL model. NoSQL is more flexible but
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can be less precise. Big data is not used for transaction processing and because of the
large volume of data being analyzed, a slight compromise in precision is not detrimental,
when it is in favour of comprehensiveness.

Managing Risk and Compliance

Businesses have always had to deal with regulatory compliance. However, in the last 10
to 20 years, these requirements have increased and been drawing more media attention. A
number of factors have contributed to this trend. They include the Internet, privacy and
increasing public reliance on business financial health. Looking deeper, one can tie all
these factors to the Internet. The Internet has changed the world.

The Internet has accentuated privacy concerns, and this has motivated more governments
to increase privacy legislation enforcement. The Internet has expedited global data flow
and communication, and this makes it easier for investors to learn about public
companies and therefore more likely to invest in public companies, and therefore rely
more on public companies’ financial health. The Internet allows organizations to share
their networks and open their systems to affiliates as well as trading partners. This has
lowered the cost of computing and made mergers and acquisitions more attractive.
Increasing mergers and acquisitions mean larger corporations and that raises concerns
about the assurance that transactions, information and business relationships are at arms-
length, transparent to investors and reliable.

Recognizing the increasing risk related to global competition and growing automation,
governments and professional bodies have imposed legislations, regulations and
accounting rules to ensure that business operations and financial disclosures serve the
interest of customers, investors and citizens. Here is a common list of legislations,
regulations and similar requirements that are imposed on large corporations:

1. Privacy acts — we will discuss this more in Chapter Five.

2. Sarbanes Oxley Act (SOX) — This U. S. legislation was passed in 2002 soon after the
Failure of Enron and is intended to provide stronger assurance to investors about
reliance on the financial health of public companies. Enron Corporation was an
American energy, commodities, and services company based in Houston, Texas.
Before its bankruptcy in late 2001, Enron employed approximately 22,000 people
and was one of the world's leading electricity, natural gas, communications, and pulp
and paper companies, with claimed revenues of nearly $101 billion in 2000. Fortune
named Enron America's Most Innovative Company for six consecutive years. At the
end of 2001, it was revealed that Enron’s reported financial condition was sustained
substantially by institutionalized, systematic, and creatively planned accounting
frauds.

The major features of the Act include requiring public companies to certify internal

controls that support the financial statements and restricting the types and extent of
consulting services performed by accounting firms to their audit clients.
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The first requirement helps ensure that frauds are properly prevented and detected
and that financial statements are reliable. The second requirement fosters auditor
independence and therefore enhances the reliability of the audit opinion. Public
companies have to document their internal controls and engage external auditors to
provide an opinion on such controls. There is significant IT impact

because internal controls in public companies are increasingly automated.

SOX also requires a public company to disclose to the public on a rapid and current
basis any material change in financial condition or operations. This calls for a
rigorous set of internal controls to ensure timely and accurate reporting of financial
performance within the company and to alert management of any adverse trend.

3. Investor Confidence Rules — This regulation was introduced by Canadian Securities
Administrators (CSA) to reflect the major Sarbanes Oxley requirements. CSA is a
voluntary umbrella organization of Canada’s provincial securities regulators
whose objective is to improve, coordinate and harmonize regulation of the Canadian
capital markets. It aims to achieve consensus on policy decisions which affect the
Canadian capital market and its participants. It also aims to work collaboratively in
the delivery of regulatory programs across Canada, such as the review of continuous
disclosure and prospectus filings. The Investor Confidence Rules require the CEO
of every public company to certify the adequacy of internal controls that support
financial statements to its provincial securities regulator.

4. Industry regulations like bank acts, insurance company acts and public utility
regulations - These legislative requirements sometimes require system configuration
or development. For example, the Affiliate Relationships Code for Electricity
Distributors and Transmitters, published by Ontario Energy Board, revised on March
15, 2010, states the following in section 2.2.2.

Where a utility shares information services with an affiliate, all confidential
information must be protected from access by the affiliate. Access to a utility’s
information services shall include appropriate computer data management
and data access protocols as well as contractual provisions regarding the
breach of any access protocols. A utility shall, if required to do so by the
Board, conduct a review of the adequacy, implementation or operating
effectiveness of the access protocols and associated contractual provisions
which complies with the provisions of section 5970 of the CICA Handbook. A
utility shall also conduct such a review when the utility considers that there
may have been a breach of the access protocols or associated contractual
provisions and that such review is required to identify any corrective action
that may be required to address the matter. The utility shall comply with such
directions as may be given by the Board in relation to the terms of the section
5970 review. The results of any such review shall be made available to the
Board.

www.ontarioenergyboard.ca/OEB/_Documents/Regulatory/Affiliate%20Relati

onships%20Code%20for%20Gas%20Utilities%20ARC.pdf (accessed on
January 2, 2015)
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Section 5970 refers to the former Canadian Institute of Chartered Accountants
Handbook Section 5970, which provided guidelines for accounting firms to conduct
an audit of the internal controls of a service organization for assurance to the
shareholders’ auditors of user organizations. This guideline has been replaced by
Canadian Standards for Assurance Engagements Section 3416, that serves the same
purpose. We will discuss this in more detail in Chapter Ten.

5. Payment Card Industry Security Standards — This is discussed briefly under
External Audits above. We will cover this in more details in Chapter Eleven.

Governance and Managing IT Investment/Spending

The term “IT governance” is often used in articles and conferences but many who refer to
this term do not understand fully what it entails. Many think this equals the chief
information officer’s job description, just as many thinking that corporate governance is
the CEQO’s job. A CEO needs the board’s support and guidance to “govern” the
corporation. S/he also needs the support of the chief operating officer, the chief financial
officer, the chief information officer and other executives. Together, they develop and
implement strategies and policies to lead and monitor the organization. Similarly, the
CIO needs support of all these parties and the CIO’s managers to deliver IT governance.
IT governance has to be congruent with corporate governance and is a subset of the latter.

The September 2011 issue of Canada’s CA Magazine defines IT governance as the
oversight responsibility for the strategic and tactical management, planning and
organization, acquisition and implementation, delivery and support, as well as monitoring
and evaluation of the IT environment.

The board of directors is also accountable for IT governance to a considerable extent,
although not in a hands-on manner. The board carries out its IT governance responsibility
by approving major IT projects and monitoring the progress of major projects.

At a management level, an IT steering committee consisting of the C-suite (CEO, COOQ,
CIO, CFO) and senior line executives should oversee and monitor the use of IT including
approving major projects, being informed of major IT audit findings and demanding
corrective actions. The objective of IT governance is to ensure that the organization has
sufficient IT skills and tools to support its business in the medium to long term and that
these skills and resources are used effectively and efficiently. IT governance also ensures
IT is used right and the right IT is used. Although management naturally does not always
think about internal controls, controls are necessary to ensure effective use of IT
resources, and hence effective and reliable systems. It is important for management and
auditors to continuously assess whether the governance process adequately addresses
risks and includes internal controls. At this stage, the type of internal controls to be
included consists of management controls, i.e., controls to be exercised by managers
instead of operations controls.
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Privacy

The public has never been more concerned about information privacy. The concern has
been heightened in recent years by technology advances, identity theft and security
breaches. The exponential increase in computing power allows organizations to store
more and do more analysis of personal information, potentially breaching privacy.

Hackers are now more entrepreneurial. They are less interested in defacing a web site or
sending a worm to bring down a web site without financial gain and running the risk of
going to jail. They are more interested in stealing identities and selling to criminals.

Every system that processes or stores personal information is subject to privacy breach.
Before such a system is implemented, the organization should conduct a privacy impact
assessment and such assessment should be carried out regularly even after system
implementation.

Managing System Implementation

An organization’s strategic goals drive its system implementation. If the goals and the
implementation are not aligned, the organization may only partly meet its business goals
for implementation — or not meet them at all. It may not realize its return on investment
for an implementation project, and it may have other problems such as converting or
transferring data inadequately.

To manage system implementation, an organization establishes a strong alignment
between its strategic goals and IT-related projects. In evaluating new projects, it
considers the recommendations of internal advocates who know how to establish a strong
business case for such projects. It analyzes and documents the business requirements for
such projects, and it evaluates their value based on return on investment, earned value
analysis and other criteria. Finally, it ensures the quality and integrity of project data.

Leveraging Emerging Technologies

New technologies are being introduced and adopted at a faster than ever pace by
organizations and individuals. These come in the forms of new hardware, more
sophisticated and faster software, advanced techniques in hardware virtualization like
cloud computing that pulls the resources of idle computer resources on the Internet or an
intranet, and social media tools like Twitter. New technologies promise productivity gain
and more enriched information availability. However, they also present the risk of
unauthorized access and can lead to incorrect information if the technologies and tools
are not properly used.

Organizations should charge their CIOs with keeping in touch with technology
development and assessing the applicability of new technologies. Such assessment should
include risk analysis, i.e., the risk of not applying a technology and the risk of applying a
technology prematurely or incorrectly.
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Preventing and Responding to Fraud

Information technology has facilitated the perpetration of fraud in organizations. Those
organizations that do not know how to identify IT related fraud, do not have policies to
prevent such fraud, and do not have plans to respond to a fraud, are particularly
vulnerable. Likewise, organizations are at greater risk if they do not have policies to
prevent management override opportunities within financial-related systems. If a fraud
does occur, these organizations may not have plans in place to respond.

To prevent and respond to fraud, an organization should consider the fraud risks
associated with information technology, designs policies and internal controls to mitigate
such risks, and establishes policies to detect management override abuse.

Managing Vendors and Service Providers

It is hard to find a large organization that does not outsource. Large organizations that
have outsourced in varying degrees include financial institutions, retail giants, software
vendors, governments and utility companies, pretty much in every industry. The main
reason for outsourcing is to cut cost. But risk always goes up.

When an organization outsources, it stands to lose skills and in some cases the
organization may have to share or give up intellectual property like computer programs.
While outsourcing gives the organization short to medium term gain, it may lead to long
term pain. Some people blame unemployment on foreign outsourcing. This is also quite
prevalent in Canada. For example, a friend of mine working in a large financial services
company has told me that most programmers in his team are working for a software
service company in India which provides programming resources to this North American
financial services company on contract. He worries that one day even he, as the team
lead, will lose his job once the consultants in the IT service company have learned
enough about how the system interfaces with business processes. There is a concern that
over time, large North American companies may not have a core knowledge base in
commercial and financial software development. Management has to consider this risk
and also ensure that staff morale remains high by providing training and retaining the
needed core competencies within the company.

Outsourcing also increases the risk of confidentiality and privacy as now another
organization has access to the outsourcing organization’s data. Sometimes a service
organization in turn outsources, in which case, the risk of confidentiality breach is
compounded.

When assessing and reporting on system reliability, management and auditors have to
evaluate the risks of outsourcing and the adequacy of internal controls in the service
organization. The latter may be complicated as the service contract may not require the
service organization to exercise internal controls, may not give the user organization the
right to audit the service organization, or may not specify the service organization’s
obligation to provide an independent control assurance report. It is important for such
arrangement to be made before the contract is finalized. We will discuss outsourcing
further in Chapter Ten.
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MANAGEMENT CHECKLIST

To ensure that | & IT is reliable and cost effective, senior management should adopt the
following practices.

1. Assign business executives to own information systems and infrastructures. Each
system should have an owner. IT infrastructures would logically be owned by
the chief information officer because an infrastructure usually supports multiple
business systems.

2. Establish corporate policies and standards for information risk assessment.

3. Establish a process for periodic risk assessment, internal control formulation and
internal control reporting to senior management and the board of directors.

4. Involve the board of directors in IT governance and ensure this is addressed at
least twice a year in board meetings.

5. Establish a policy on the use of | & IT in the organization with respect to how to
use IT as a business enabler and the approval process for IT investment.

6. Develop an IT strategy to be congruent with the business strategy. The IT
strategy should consider the applicability of new technology.

7. Develop a process to continuously assess the cost effectiveness of IT
applications.

8. Ensure that the job description and performance contract of each executive
includes the appropriate | & IT assurance accountability.

Going forward, we will provide comprehensive discussion of I&IT assurance in the
following chapters.

Chapter 2 —I&IT risks

Chapter 3 —IT governance and general controls

Chapter 4 - Systems development controls

Chapter — Control and audit implications of eBusiness
Chapter — Application controls

— Common access controls

5
6

Chapter 7 — Data analysis techniques
Chapter 8
9

Chapter — Operating system access controls
Chapter 10 — SysTrust and Payment Card Industry control assurance engagements

Chapter 11 — Computer crime
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CONCLUSION

The Internet has changed the world. Large businesses can act small by using the Internet
to customize service. Small businesses can act big by using the Internet to reach the
world. Although there is still a “digital divide” in the world, the difference between the
“have” and the “have not” in knowledge access is narrowing, as information finds its way
across continents instantaneously. IT empowers everyone to do constructive things and
damage. Successes can be attained and catastrophes can be caused in great magnitude
within a short time. Just look at how quickly some of the large IT companies have grown
in a few years, and how some major financial transaction irregularities carried out in a
few days involving computer systems that caused huge losses.

Continuing advance in technology makes systems reliability more important. In addition
to putting in processes and infrastructure to ensure system reliability, management needs
to continuously exemplify and promote a quality culture and hold everyone responsible
for quality.

The pace of life is different than it was 10, 20 years ago. A study shows that walking
speed has increased by 10% in the last 20 years. While technology empowers people to
do more with less physical movement, technology also delivers more and more
information and system functions and that makes people more inquisitive and ambitious.
It is the quest for information to do things better that makes people more competitive and
less patient; hence the pace of life has gone up. It is “keep up or give up”. Systems
undergo more frequent changes. System assurance has to keep pace.

Boards of directors have to continuously challenge their management about the
sufficiency of IT assurance provided to the boards and customers. Users and customers
should be educated to play a constructive role towards such assurance. Regulators need to
monitor company system reliability in addition to checking the correctness of filed
reports.

SUMMARY OF MAIN POINTS
System Assurance Criteria

Completeness
Authorization
Accuracy
Timeliness
Occurrence
Efficiency
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System Components

) Infrastructure
o Software

. People

) Procedures

) Information

Types of Assurance Engagements

. Financial statement audit

o Value for money audit

. Internal audit

. Third party control assurance audit

. Audit for compliance with specific legislation or contract
J Forensic audit

Types of Systems

. Batch

. Real time

. eBusiness

. Centralized vs distributed processing

. Direct access vs sequential access

. Enterprise resource planning systems, uses database.

Current IT Issues

Managing and retaining data

Securing the IT environment

Enabling decision support and analytics

Managing IT risks and compliance

Governing and managing IT investment and spending
Leveraging emerging technologies

Ensuring privacy

Managing system implementation

Preventing and responding to fraud

Managing vendor and service providers

CLoo~NoURWNE

|

REVIEW QUESTIONS
1. Which system component is the most business critical and why?

2. How would you rank the system assurance criteria for a financial statement audit? For
an internal audit?
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3. Computing power doubles annually. How do you think this affects system assurance?

4. What are the criteria for assessing system criticality in a bank? A large retailer? A
government?

CASE #1 — “Aging Information Technology Systems”

This case study is a direct extract from the Spring 2010 report of the Office of the
Auditor General of Canada (OAG). Chapter 1 of the report, titled “Aging Information
Technology Systems”, is used in this case study. The following is an excerpt of Chapter 1
of the Spring 2010 report, including only the “Main Points” of the “Aging Information
Technology Systems” report.

Source: Spring 2010 Report of the Auditor General of Canada — Office of the Auditor
General of the Canada. Reproduced with the permission of the Minister of Public Works
and Government Services, Canada, 2012.

What Was Examined

Aging information technology (IT) systems refers not only to a system’s age in years but
also to issues that affect its sustainability over the long term, such as the availability of
software and hardware support and of people with the necessary knowledge and skills
to service these systems. The term also relates to a system’s ability to adequately
support changing business needs or emerging technologies, such as 24/7 online
availability.

The Treasury Board of Canada Secretariat, through its Chief Information Officer Branch
(CIOB), is responsible for establishing the federal government’s overall strategic
direction for IT, in consultation with deputy heads of departments. It is also responsible
for identifying areas that offer significant government-wide benefits and for leading
initiatives to achieve government-wide solutions. According to the most recent figures
available (for 2005), departments and agencies spend about $5 billion a year on IT.

We examined whether five of the government entities with the largest IT expenditures -
the Canada Revenue Agency, Public Works and Government Services Canada, Human
Resources and Skills Development Canada, the Royal Canadian Mounted Police, and
Citizenship and Immigration Canada — have adequately identified and managed the
risks related to aging IT systems. The audit also examined whether the Treasury Board
of Canada Secretariat, and specifically its Chief Information Officer Branch, has
determined if aging IT systems is an area of importance to the government as a whole
and to what extent it has provided direction or leadership in developing government wide
responses to address the related risks.

We also looked at three major systems that deliver essential services to Canadians —
the Employment Insurance Program, the Personal Income Tax and Benefits Return
Administration System, and the Standard Payment System — to determine how the
responsible entities have addressed the risks related to the aging of the IT systems that
support these services. The Employment Insurance Program processed more than
3.1 million claims and paid out over $16.3 billion to claimants in the 2008-09 fiscal year.
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The Personal Income Tax and Benefits Return administration system processed more
than 27 million income tax and benefit returns that provided $166 billion of revenue and
also distributed $17 billion in payments for benefits and credits in 2008—09. The
Standard Payment System (SPS) is the principal system the government uses for
issuing payments, including Old Age Security, Canada Pension Plan and Employment

Insurance benefits. It issued more than 250 million payments in 2008. In about
60 percent of cases, these payments are the only income or the main source of income
for the people who are receiving them.

Audit work for this chapter was substantially completed on 30 November 2009.

Why It's Important

The federal government relies heavily on IT systems to deliver programs and services to
Canadians. Even though these systems are functioning, many of them consist of legacy
applications that are supported by old infrastructure and are at risk of breaking down.
A breakdown would have wide and severe consequences — at worst, the government
could no longer conduct its business and deliver services to Canadians. Even
applications that meet current business needs can be difficult and expensive to operate
and may not be flexible enough to respond quickly to changes.

The renewal and modernization of IT systems does not happen overnight. It must be
planned and budgeted for over the long term. The cost to renew and modernize IT
systems are significant and can take many years to fund, and implementation can take
five years or longer. Without sufficient and timely investments to modernize or replace
aging systems, the ability of departments and agencies to serve Canadians is at risk.

What Was Found

e Aging IT has been identified as a significant risk by the five organizations we
examined, and the majority of them consider it sufficiently important to include it
in their corporate risk profiles. They state that if these risks are not addressed in
a timely manner, the systems may not have the capacity to meet current and
future business needs.

e Although the Chief Information Officer Branch of the Treasury Board of Canada
Secretariat is aware that the aging of IT systems is an issue, it has not formally
identified it as an area of importance for the government. Nor has it assessed the
issue from a government-wide perspective or worked with departments and
agencies to develop government-wide solutions. Despite the significant funding
likely to be needed across government to renew aging systems — estimated at a
total of $2 billion in three of the five entities alone — the CIOB has not formulated
strategic directions or a plan to address these issues on a government-wide
level.

e Citizenship and Immigration Canada, Public Works and Government Services
Canada, and Human Resources and Skills Development Canada have taken
some steps to manage the risks related to their aging IT systems, but much work
remains to be done. The Canada Revenue Agency and the Royal Canadian
Mounted Police are farther along. They have both identified the significant risks
associated with their aging systems and completed a multi-year investment plan
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that defines and prioritizes ongoing and future work. Based on their preliminary
estimates, they have determined that the costs involved are significant and that
presently they lack sufficient resources to complete critical investments.

The departments and agencies have responded. The departments and agencies
agree with all of our recommendations. Their detailed responses follow the
recommendations throughout the chapter, as applicable.

Introduction

1.1 Canadians expect the government to provide them with many services, such as
processing personal income tax returns, issuing pension and benefit payments, and
safeguarding personal information. Information technology is now a vital part of service
delivery for the government. Government business is supported by a vast array of
information technology (IT) systems, some of which have been in use for several
decades. However, the term “aging IT systems” refers to more than just how old a
system is in years. Many systems that are 10 years old or older were designed to be
continuously upgraded. These systems are functioning and are likely to continue to do
so for some time.

Risks relating to information technology systems

1.2 For the purposes of this audit, “aging IT systems” refers to applications and
infrastructure that may be meeting current needs but are becoming increasingly
expensive to operate and may pose certain risks. These risks may affect
security or restrict the way the government conducts its business because
systems cannot be easily updated to respond to changing business needs
flowing from new laws, regulations, or industry standards. The most damaging
risk is that an aging critical system could break down and prevent the
government from delivering key services to the public — such as issuing income
tax refunds and employment insurance and pension cheques. While these risks
could apply to any IT system, they are more likely to affect older systems.
Exhibit 1.1 describes some of the major factors that drive departments to
modernize their aging systems.

Exhibit 1.1—Overview of major factors driving the modernization of aging systems
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Factor

Description

Skills shortage

Fewer staff and contractors have the skills and knowledge to use
older programming languages and source code structures.

Vendor support

Vendors may no longer exist or no longer support older products.

Regulatory
compliance

Outdated systems may be hard to update to comply with changing
laws, regulations, and industry standards.

Maintenance costs

Costs go up because aging systems are very complex and difficult
to maintain, there are few service providers, and parts are scarce
and often very costly.

Access to data

Information becomes increasingly cumbersome to extract and
analyze as data structures age.

Meeting client

Older systems cannot be modified to support modern

expectations technologies and meet expectations such as 24/7 availability and
workflow.
Security Legacy systems* cannot always be modified to conform to

changing security requirements (for example, password
complexity).

Green IT initiatives

Older IT systems are generally not energy efficient and are hard
to modify to reduce their environmental impact.

Disaster recovery

The older the system, the harder it is to recover data after
a disaster.

*Legacy systems—OId technology, computer systems or application programs that
continue to be used, even though newer technology or more efficient methods of
performing a task are now available.

*** End of OAG report excerpt****

Case Questions

1. What do you think are the causes of aging systems in the public sector?

2. Are these causes common in the private sector?

3. How do the risks of government systems differ from private sector business

systems?
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CASE #2 — NASA’s IT Governance

This case study is a direct extract from a June 2013 audit report of the NASA Office of
Inspector General, Report 1G-13-015. The title of the report is NASA’s IT Governance.
The Overview has been included here.

Source: http://oig.nasa.gov/audits/reports/FY13/1G-13-015.pdf, accessed on January 7, 2014.

JUNE 5, 2013 AUDIT REPORT

NASA’S INFORMATION TECHNOLOGY
(GOVERNANCE

OFFICE OF INSPECTOR GENERAL
National Aeronautics and Space Administration

REPORT NO. I1G-13-015 (ASSIGNMENT NoO. A-12-018-00)

OVERVIEW

NASA’S INFORMATION TECHNOLOGY GOVERNANCE
The Issue

Information technology (IT) plays an integral role in every facet of NASA’'s
space, science, and aeronautics operations. The Agency spends more than
$1.5 billion annually on a portfolio of IT assets that includes approximately
550 information systems it uses to control spacecraft, collect and process
scientific data, provide security for its IT infrastructure, and enable NASA
personnel to collaborate with colleagues around the world. Hundreds of
thousands of individuals, including NASA personnel, contractors, members of
academia, and the public, rely on these IT systems daily.

IT governance is a process for designing, procuring, and protecting IT
resources. Because IT is intrinsic and pervasive throughout NASA, the
Agency’s IT governance structure directly affects its ability to attain its
strategic goals. For this reason, effective IT governance must balance
compliance, cost, risk, security, and mission success to meet the needs of
internal and external stakeholders.

In 2011, the Office of Management and Budget (OMB) issued a memorandum
shifting the primary responsibilities of Federal Chief Information Officers
(CIO) from policymaking and infrastructure maintenance to IT portfolio
management. The memorandum mandated that Federal agencies equip their
CIOs with authority over IT governance, commodity IT, program
management, and information security.
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For over 2 decades, NASA has struggled to implement an effective IT
governance approach that appropriately aligns authority and responsibility
commensurate with the Agency’s overall mission. Since at least 1990, the
Government Accountability Office (GAO) and NASA’s Office of Inspector
General (OIG) have highlighted a series of challenges stemming from the
limited authority of the Agency CIO, decentralization of Agency IT operations,
ineffective IT governance, and shortcomings in the Agency’s IT security.
Reports by GAO and OIG have noted that NASA has limited Agency-level
oversight of its wide-ranging IT operations, and recently, the OIG reported
that the NASA CIO could not fully account for the Agency’s IT assets or
ensure those assets complied with applicable IT security policies and
procedures.

We initiated this audit to examine whether NASA’s current IT governance
structure appropriately aligns authority and responsibility to support the
overall mission of the Agency. Specifically, we reviewed whether NASA's
Office of the Chief Information Officer (OCIO) has the organizational,
budgetary, and regulatory framework needed to effectively meet the
Agency’s varied missions.

Results

The decentralized nature of NASA’s operations and its longstanding culture of
autonomy hinder the Agency’s ability to implement effective IT governance.
The Agency CIO has limited visibility and control over a majority of the
Agency’s IT investments, operates in an organizational structure that
marginalizes the authority of the position, and cannot enforce security
measures across NASA’'s computer networks. Moreover, the current IT
governance structure is overly complex and does not function effectively. As
a result, Agency managers tend to rely on informal relationships rather than
formalized business processes when making IT-related decisions. While other
Federal agencies are moving toward a centralized IT structure under which a
senior manager has ultimate decision authority over IT budgets and
resources, NASA continues to operate under a decentralized model that
relegates decision making about critical IT issues to numerous individuals
across the Agency, leaving such decisions outside the purview of the NASA
CIO. As a result, NASA'’s current IT governance model weakens accountability
and does not ensure that IT assets across the Agency are cost effective and
secure.

Limited CIO Control of IT Funding and Investments. We found that the
Agency CIO had little control and visibility over the majority of NASA's IT
budget. Of the $1.46 billion allocated for IT in fiscal year (FY) 2012, the

Agency CIO had direct control of $159 million or 11 percent, the Centers had
direct control of $393 million or 27 percent, and the Mission Directorates
controlled the remaining $912 million or 62 percent. An anecdote recounted
to us during our review illustrates the CIO’s limited visibility and control of
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NASA'’s overall IT spending. According to the Agency CIO, although planned
IT expenditures for FY 2010 were $1.6 billion, the Agency actually spent $2
billion. However, the CIO was unaware of the $400 million in additional
spending until the Mission Directorates reported actual expenditures to her
office in a data call responding to an OMB request. We also determined that
the Agency CIO’s lack of authority over IT funding limits the Agency’s ability
to consolidate IT expenditures to realize cost saving and drive improvements
in the delivery of IT services. With decreased budgets across the Federal
Government and the reduction of NASA’s IT budget by almost $1 billion since
2006, it is imperative that NASA find efficiencies in its IT operations,
purchases, and investments.

Organizational Structure Marginalizes the Agency CIO. We found that
NASA’s organizational structure marginalizes the position and authority of the
CIO. When NASA established the CIO position in 1995, it purposely limited
the authority of the position to preserve control by the Mission Directorates
and Centers over the IT assets related to their space, science, and
aeronautics programs. Despite technological advances over the intervening
17 years and integration of IT into all Agency programs, the role of the NASA
CIO has changed very little. Each Mission Directorate and each NASA Center
continues to employ their own CIO and IT security personnel who oversee
hundreds of independently operated networks and tens of thousands of
computers and other IT hardware over which the Agency CIO has little
control or oversight. Moreover, although the Center CIOs report to the
Agency CIO, the Mission Directorate CIOs do not. We found that this
partitioning of authority and control has not served the Agency well in terms
of securing its IT systems or achieving economies and efficiencies in IT
acquisitions and management.

NASA employs 1 CIO at the Agency level, 10 CIOs at the Center level, 1 CIO
at the Jet Propulsion Laboratory, 1 CIO at the NASA Shared Services Center,
and 1 CIO within each of the Mission Directorates. Having numerous officials
with the same title and similar roles as the Agency CIO, some of whom do
not report to the CIO, dilutes the CIO’s authority and blurs the lines of
accountability and responsibility for overseeing NASA’s IT systems. Moreover,
the Agency CIO is the only one of seven “Chief” positions at NASA that does
not report directly to the Agency Administrator, a reporting structure that is
out of line with Federal policy and best practices. In our judgment, affording
the Agency CIO the same visibility as the other “Chiefs” would send a
message about the significance of IT and better ensure that NASA’s IT
posture aligns with the strategic direction of the Agency.

The issues currently challenging the NASA CIO are not new and we and
others have raised them repeatedly since NASA established the position
almost 2 decades ago. While recognizing the problem, the OCIO has often
advocated solutions that rely on “improved collaboration” between the OCIO,
the Centers, and the Mission Directorates. While coordination and
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collaboration are important components of any IT strategy, we do not believe
they alone will be sufficient to overcome the significant and longstanding
issues we and others have identified. NASA’s diffuse responsibility for IT
matters prevents the Agency CIO from taking and enforcing meaningful
actions and instead, often reduces the position to issuing calls for increasing
“cooperation and communication” - calls that at least up to this point largely
have gone unanswered. In short, NASA’s culture and current structure
hinders the CIO’s ability to implement and enforce new IT initiatives across
the Agency.

Responsibilities and Interaction between IT Boards Unclear. In
addition to the various layers of CIOs and associated IT personnel, NASA's IT
governance structure includes three primary governance boards that report
to the Mission Support Council (MSC) as well as numerous sub-boards and
working groups. We found that the complexity of the board structure and a
lack of documentation and training to explain the interrelationship of the
boards has led to confusion among Agency IT personnel about the roles and
responsibilities of the boards and diminished their value to the governance
process. While the design of NASA’s IT governance structure requires
coordination and collaboration between the boards, in practice, IT managers
are often unsure of the interrelation and function of the various boards and
how decisions are intended to be made. Even though Mission Directorates are
not required to utilize the boards for Mission specific IT decisions, the Mission
Directorate CIOs cited time constraints, impact on Mission security, and
potential non-approval by the Agency CIO as reasons to circumvent the
board process. Moreover, NASA policy, including the charters for each of the
boards, does not provide clear guidance or criteria for determining the issues
or initiatives that must go before the boards for approval. As a result, NASA
IT managers tend to rely on informal relationships rather than formalized
business processes when making IT decisions.

CIO Cannot Enforce Security Measures over a Majority of NASA IT
Assets. Over the past several years, our audits have repeatedly identified
poor management processes and inadequate operational and technical
controls that affect NASA's ability to protect the information and IT systems
vital to its mission. Although the Agency CIO is responsible for developing IT
security policies and procedures and implementing an Agency-wide IT
security program, because the CIO lacks authority and control over Mission
networks, the CIO is unable to enforce the implementation of IT security
programs on a large portion of NASA’s IT assets.

In 2012 Congressional testimony, the CIO acknowledged that the Agency’s
culture does not support building effective cyber security processes, and
stated that the largest impediment to effective IT security is persuading and
changing the Mission Directorate culture. Mission Directorates often fund
their own computer networks and Directorate personnel are responsible for
IT security, risk determination, and risk acceptance on those networks,
limiting the ability of the Agency CIO to standardize those assets across the
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Agency or ensure they adhere to security policies. Further, the OCIO’s
internal continuous monitoring function, the Security Operations Center
(SOC), does not have purview over all of NASA’s networks. According to the
NASA IT Security Operations Manager, the SOC currently has visibility over
approximately 90 percent of NASA's institutional networks but only over a
very small portion of the Agency’s Mission networks. As a result, the SOC
relies on the Mission Directorates to self-report vulnerabilities and security
incidents.

NASA'’s ability to secure its networks is further complicated because the
Agency lacks a complete inventory of IT assets. For example, five Center
CIOs told us they could not account for 100 percent of the IT systems and
hardware at their Centers. Center Chief Information Security Officers (CISO)
told us that the Agency’s efforts to establish an inventory have been
hindered by inconsistent enforcement of the policies and implementation of
the tools meant to capture the information, pockets of resistance to providing
the information, and inconsistent or lack of guidance from OCIO IT security
management.

IT Governance across Government. Although NASA’s mission is unique,
the challenges the Agency faces in managing a decentralized IT environment
are not. As part of this review, we benchmarked with IT officials at the
Department of Interior, the Department of Veterans Affairs, and the United
States Postal Service. Each of these organizations had a decentralized IT
environment that was geographically diverse, independently operated, and
that supported thousands of users. With support from Congress and agency
leaders, each organization revamped their IT governance model and moved
from decentralized IT systems to a more consolidated, centralized structure
giving the CIO authority over IT budgets and resources agency-wide. Officials
from each of these organizations reported that centralization - while time
consuming and not without its detractors - has resulted in increased
efficiency, security, and lower operating costs for their agencies.

Management Action

For almost 2 decades, the OIG and GAO have reported issues associated with
NASA’s limited CIO authority, decentralized IT operations, and ineffective IT
governance. Although division of authority between Headquarters
management, the Mission Directorates, and the Centers is historically the
cornerstone of NASA’s program and project governance, in our view
mirroring this structure for managing IT purchases, operations, and security
is no longer in the Agency’s best interest. With mission critical assets at
stake and shrinking budgets, NASA must take a holistic approach to
managing its portfolio of IT systems.
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To overcome the barriers that have resulted in the inefficient and ineffective
management of the Agency’s IT assets and operations, we recommend that
NASA overhaul its IT governance structure to centralize IT functions and
establish the Agency CIO as the top management official responsible for
NASA’s entire IT portfolio. Strong leadership by the CIO and OCIO staff will
be required, but the CIO cannot make these changes alone. Rather, the
NASA Administrator — backed by support and possibly additional resources
from Congress - must be the driving force behind such organizational
change. With the recent departure of the Agency CIO, NASA currently has a
prime opportunity to reevaluate its IT organizational structure and personnel
resources to ensure it is best positioned to meet its IT challenges.

Therefore, we recommend the NASA Administrator - in consultation with the
Mission Directorate and Center CIOs and the Agency’s senior management
team - consolidate the overall governance of IT within the OCIO and ensure
the OCIO has adequate visibility into Mission-related IT assets and activities.
The Agency CIO should approve all IT procurements over an established
monetary threshold that captures the majority of IT expenditures, regardless
of procurement instrument. Additionally, the Administrator should make the
Agency CIO a direct report and revise the job titles of the Center and Mission
Directorate CIOs to more clearly delineate roles and responsibilities. Further,
the renamed Mission Directorate CIO positions should directly report to the
Agency CIO. We also recommend that the Administrator reevaluate the
relevancy, composition, and purpose of the three primary governance boards
in light of the changes made to the IT governance structure and require the
use of reconstituted governance boards for all major IT decisions and
investments. Further, we recommend revision of the board charters to
include all information critical to ensuring the effective use of the boards and
development of a plan to educate IT managers and personnel regarding the
roles and responsibilities of the boards. Finally, in light of the changes
recommended in this report, the NASA Administrator should reevaluate the
resources of the OCIO to ensure that the Office has the appropriate number
of personnel with the appropriate capabilities and skill sets.

In response to a draft of this report, NASA’'s Administrator concurred or
partially concurred with our recommendations and proposed corrective
actions to improve NASA’s IT governance. We consider the Administrator’s
planned actions responsive and will close the recommendations upon
verification that the Agency has completed them.

*** End of excerpt from the NASA audit report “NASA’s IT Governance” ****
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Case Questions

1. Read the full report at
https://webmail.ontario.ca/owa/redir.aspx?C=U2esClUJnkSdZM8U7MibzLQDIdGY39A
191LdeAxW11j fFAJP8 6¢cj2ync6 Wh Ym?7-
uXuUX9Mo.&URL=http%3a%2f%2foig.nasa.gov%2faudits%2freports%2fFY 13%2f1 G-

13-015.pdf.
2. Research the NASA web site and learn about NASA from Google.

3. Write an IT strategy for NASA.

RUNNING CASE - Blackberry

We will use Blackberry as a running case throughout the book to apply the concepts from
each chapter.

Background

As recent as 2008, many people thought that Research In Motion (RIM) would rule the
world’s mobile computing. It was trendy to check messages in elevators and restaurants
with a Blackberry. Never before had | seen adults so agile with their thumbs. RIM
common stock was traded at $140 a share, and it commanded more than 50% of the smart
phone market share.

BlackBerry, which once dominated the smartphone market, has seen its market share
drop to under 1 percent, as the iPhone and a slew of Android devices from Samsung have
captured market share. John Chen, a turnaround expert brought in to fix its slide, is now
pivoting BlackBerry to focus more on its well-regarded software and device management
business.

Blackberry Limited, formerly known as Research In Motion Limited (RIM), is best
known as the developer of the BlackBerry brand of smartphones and tablets. The
company is headquartered in Waterloo, Ontario, Canada. It was founded by Mike
Lazaridis, who served as its co-CEO along with Jim Balsillie until January 22, 2012,
when the Board promoted Thorsten Heins as CEO. In January 2013, RIM changed its
name to Blackberry. In November 2013, as the Company realized that the Blackberry 10
launch had not turned around its fortune and that the quarter ending that month will show
a loss of over $4 billion, Heins was dismissed and replaced with John Chen, former CEO
of Sybase (a software firm subsequently bought by SAP).

RIM's early development was financed by Canadian institutional and venture capital
investors in 1995 through a private placement in the privately held company. Working
Ventures Canadian Fund Inc. led the first venture round with a $5 million investment
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with the proceeds being used to complete the development of RIM's two-way paging
system hardware and software. A total of $30 million was raised by the company prior to
its initial public offering on the Toronto Stock Exchange in January 1998 under the
symbol RIM. Today (June 16, 2015), Blackberry is traded on Toronto Stock Exchange at
$11.56 a share with a market value of just over $6 billion and net book value of $3.4
billion.

Product Development

In the late 1990’s, RIM worked with RAM Mobile Data and Ericsson to turn the
Ericsson-developed Mobitex wireless data network into a two-way paging and wireless
email network . The pager was later improved to be a personal digital assistant capable of
receiving messages sent between two Blackberries, email through email servers hosted by
an Internet service provider and corporate email forwarded via Blackberry Enterprise
Server installed in business organizations that allow employees to get email while on the
road.

RIM soon began to introduce BlackBerry devices aimed towards the consumer market as
well, beginning with Blackberry Pearl 8100 - the first BlackBerry phone to include
multimedia features such as a camera. The introduction of the Pearl series was highly
successful, as was the subsequent Curve 8300 series and Bold 9000. Extensive carrier
partnerships fueled the rapid expansion of BlackBerry users globally in both enterprise
and consumer markets.

The arrival of the first Apple iPhone in 2007 caused much fanfare and speculation that
the BlackBerry might have its first serious competition. Boasting a powerful mobile
browser, a new touch screen interface, strong multimedia capabilities and a bundled
application storefront with many mobile apps, the iPhone was referred to as a
"BlackBerry Killer" by some in the media. The introduction of iPhone on the AT&T
network in the fall of 2007 in the United States prompted RIM to produce its first
touchscreen smartphone for the competing Verizon network in 2008 - the Blackberry
Storm. The Storm sold well but suffered from mixed to poor reviews and poor customer
satisfaction. The iPhone initially lagged behind the BlackBerry in both shipments and
active users, due to RIM's head start and larger carrier distribution network. In the United
States, the BlackBerry user base peaked at approximately 21 million in the fall of 2010.
That quarter, the company's global subscriber base stood at 36 million users. As the
iPhone and Google Android accelerated growth in the United States, BlackBerry users
began to turn to other smartphone platforms. Nonetheless, the BlackBerry line as a whole
continued to enjoy success, spurned on by strong international growth. In October 2013,
the company had 80 million BlackBerry users globally with about 9 million in the United
States.

When the Apple iPhone was first introduced in 2007, it generated substantial media
attention, with numerous media outlets calling it a "Blackberry Killer". The media
attention to the iPhone drew consumer interest to smartphones in general, with both RIM
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and Apple substantially increasing sales as the market itself grew substantially. In
addition, both ate into sales of older competitors, such as Windows Mobile and Palm.
While BlackBerry sales continued to grow, the newer iPhone grew at a faster rate.

The first three models of the iPhone lagged behind the Blackberry in sales, as RIM had
major advantages in carrier and enterprise support, however Apple continued gaining
market share. In October 2008, Apple briefly passed RIM in quarterly sales when they
announced they had sold 6.9 million iPhones compared to 6.1 Blackberries sold. iPhone
sales declined to 4.3 million units in the subsequent quarter and RIM's increased to
almost 8 million units. This may have given RIM a false sense of security. Apple's
iPhone began to sell more phones quarterly than the Blackberry in 2010, brought on by
the release of the iPhone 4.

Following numerous attempts to upgrade its existing Java platform, RIM made numerous
acquisitions to help it create a new, more powerful BlackBerry platform, centered around
its acquired real time operating system QNX. In March 2011, Jim Balsillie suggested
during a conference call that the "launch of some powerful new BlackBerrys" (eventually
released as Blackberry 10) would be in early 2012.

On September 27, 2010, RIM announced the long-rumored Blackberry Playbook tablet,
the first product running on the new QNX platform known as Blackberry Tablet OS. The
BlackBerry Playbook was officially released to US and Canadian consumers on April 19,
2011, a year after Apple’s launch of iPad. The Playbook was criticized for being rushed
to market in an incomplete state and sold poorly. Following the shipments of 900,000
tablets during its first three quarters on market, slow sales and inventory pileups
prompted the company to reduce prices and to write down the inventory value by $485
million. Eventually, in October 2012, the highest end Playbook had a retail price as low
as $150, which is what | paid. Compared to the high end first generation of iPad that |
bought in April 2010 (for about $800), my Playbook is slower, has a small screen, and
the touch screen is less sensitive.

Recent Development

In October 2011, RIM unveiled BBX, a new platform for future BlackBerry smartphones
that would be based on the same QNX-based platform as the Playbook. However, due to
an accusation of trademark infringement regarding the name BBX, the platform was
renamed BlackBerry 10. The task proved to be daunting, with the company delaying the
launch in December 2011 to some time in 2012. On January 22, 2012, Mike Lazaridis
and Jim Balsillie resigned as the CEOs of the company, handing the reins over to
executive Thorsten Heins. On March 29, 2012, the company reported its first net loss in
years. Heins set out the task of restructuring the company, including announcing plans to
lay off 5,000 employees, replacing numerous executives, and delaying the new QNX-
based operating system for phones ("BlackBerry 10") a second time to January 2013.

After much criticism and numerous delays, RIM officially launched BlackBerry 10 and
two new smartphones, Z10 and Q10, on January 30, 2013. The BlackBerry Z10, the first
BlackBerry smartphone running BlackBerry 10, debuted worldwide in January 2013,
going on sale immediately in the UK with other countries following. A marked departure
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from previous BlackBerry phones, the Z10 featured a fully touch-based design, a dual-
core processor, and a high-definition display. BlackBerry 10 had 70,000 applications
available at launch, which the company expected would rise to 100,000 by the time the
device made its debut in the United States. In support of the launch, the company aired its
first Super Bowl television advertisement in the U.S. and Canada In discussing the
decision to create a proprietary operating system instead of adopting an off-the-shelf
platform such as Android, Heins noted, "If you look at other suppliers' ability to
differentiate, there's very little wiggle room. We looked at it seriously—but if you
understand what the promise of BlackBerry is to its user base it's all about getting stuff
done. Games, media, we have to be good at it but we have to support those guys who are
ahead of the game. Very little time to consume and enjoy content—if you stay true to that
purpose you have to build on that basis. And if we want to serve that segment we can't do
it on a me-too approach.” Chief Operating Officer Kristian Tear remarked "We want to
regain our position as the number one in the world", while Chief Marketing Officer Frank
Boulben proclaimed "It could be the greatest comeback in tech history. The carriers are
behind us. They don't want a duopoly”. Apparently, the Company bet its farm on
Blackberry 10.

Blackberry has in recent years declined precipitously, in part because of intense
competition from iPhone and Android brands. By October 2013, Blackberry’s U. S.
market share had fallen below 1% and its world wide market share was down to 1.5%,
lagging way behind iPhone, Android and Windows. It is now considered by many,
especially young people, to be “irrelevant”. Blackberry has stronger representation in
Europe but virtually no presence in China.

On October 10, 2011, RIM experienced one of the worst service outages in the
company's history. Tens of millions of BlackBerry users in Europe, the Middle East,
Africa, and North America were unable to receive or send emails and BBM messages
through their phones. The outage was caused as a result of a core switch failure, "A
transition to a back-up switch did not function as tested, causing a large backlog of data,
RIM said." Service was restored Thursday October 13, with RIM announcing a $100
package of free premium apps for users and enterprise support extensions.

On September 20, 2013, the company announced it would lay off 4,500 staff, and take a
$1billion operating loss. Three days later, the company announced that it had signed a
letter of Intent to be acquired by a consortium led by Prem Watsa owned Fairfax
Financial Holdings for a $9 per share deal. However the company would remain open to
alternative offers till November 4, 2013. On that day, Watsa's group announced that it
would finance $1billion in convertible debenture instead of taking over the Blackberry,
and installed John Chen as CEO to replace Heins.

In December 2013, the Company released its Q3 earnings which disclosed a $4.4 billion
quarterly loss largely made up of inventory write down, or $8.37 per share. John Chen
announced more layoff.
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On the day of the earning release, Blackberry announced a 5-year partnership with
Foxconn, the principal assembler of iPhone, to design and manufacture on a profit-
sharing and just-in-time inventory basis. The stock market reacted favorably to this news
as it would avoid significant inventory writedown. The initial focus of the partnership
will be a smartphone for Indonesia and other fast-growing markets targeting early 2014.

"This partnership demonstrates BlackBerry's commitment to the device market for the
long-term and our determination to remain the innovation leader in secure end-to-end
mobile solutions,” said John Chen, Executive Chair and CEO of BlackBerry. "Partnering
with Foxconn allows BlackBerry to focus on what we do best - iconic design, world-class
security, software development and enterprise mobility management - while
simultaneously addressing fast-growing markets leveraging Foxconn's scale and
efficiency that will allow us to compete more effectively."

Under the partnership, Foxconn will manufacture products for BlackBerry at facilities in
Indonesia and Mexico. BlackBerry will own all of its intellectual property and perform
product assurance on devices through the Foxconn partnership, as it does currently with
all third-party manufacturers.

"BlackBerry is an iconic brand with great technology and a loyal international fan base,"”
said Terry Gou, Founder and Chairman, Foxconn. "We are pleased to be working with
BlackBerry as it positions itself for future growth and we look forward to a successful
strategic partnership in which Foxconn will jointly develop and manufacture new
BlackBerry devices in both Indonesia and Mexico for new and existing markets." Gou, a
disciplined and aggressive CEO, has stated that Foxconn will design new Blackberry
phones and showcase them in Mobile World Congress in February 2014, a show which
Mark Zuckerberg will attend. One of the new features in the phones will be data-free FM
radio, which iPhones don’t have, and Samsung phones once had but later was
discontinued by Samsung.

On January 21, 2014, the Company announced that it would sell most real estate in
Canada and lease back the necessary space for its operation. The market also reacted
favorably. It is estimated the Company will generate $300 million in cash from selling
the properties.

On February 14, 2014, U. S. hedge fund Third Point LLC announced having bought 2%
stake of Blackberry in the open market.

In June 2014, Blackberry announced the following:

e Launching of BBM Protected using per message encryption keys compatible with
United States Federal Information Processing Standard for cryptography.

e Plan to develop a phablet.

e Launching of Blackberry 10.3 in the fall which will accommodate Amazon apps,
to augment the current 130,000 Blackberry apps. This will allow users to
download popular Amazon apps like Netflix and Groupon. Blackberry stock rose
4% following this announcement.
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On July 29, 2014, Blackberry announced the acquisition of Secusmart, a German
developer of mobile encryption and anti-eavesdropping tech, subject to regulatory
approval. Terms are undisclosed. The purchase comes amid an uproar in Germany over
the alleged United States National Security Agency (NSA) spying activity, one that has
even led Germany’s NSA inquiry chief to suggest using typewriters to avoid
eavesdropping. The German government was reported to be interested in buying 20,000
more Blackberry 10 phones for security reasons.

On November 13, 2014, BlackBerry announced it was partnering with Samsung to create
an end-to-end security offering for Samsung's Android hardware; it features BES12 and
Samsung's KNOX enterprise security platform. As part of the deal, Samsung will begin
reselling BES12 in early 2015. Blackberry stock price rose 7% after the announcement.
Critics however, doubt that this will significantly help the bottom line.

On June 11, 2015, Reuters reported that BlackBerry was considering a move to test run
Android on its upcoming slider device, as part of a bid to convince potential corporate
and government clients that its device management system, BES12, is truly able to
manage and secure not just BlackBerry devices, but also devices powered by Google's
Android, Apple's iOS and Microsoft's Windows operating system.

Leadership Changes

The company was often criticized for its dual CEO structure. Under the original
organization, Mike Lazaridis oversaw technical functions, while Jim Balsille looked after
the sales and marketing functions. Some saw this arrangement as a dysfunctional
management structure and believed RIM acted as two companies, slowing the effort to
release the new BlackBerry 10 operating system.

On January 22, 2012, RIM announced that its CEOs Balsillie and Lazaridis had stepped
down from their positions. They were replaced by Thorsten Heins. Heins hired
investment banks RBC Capital Markets and JP Morgan to seek out potential buyers
interested in RIM, while also doubling efforts on releasing BlackBerry 10 (BB10).

On March 29, 2012, RIM announced a strategic review of its future business strategy that
included a plan to refocus on the enterprise business and leverage on its leading position
in the enterprise space. Heins noted, "We believe that BlackBerry cannot succeed if we
tried to be everybody's darling and all things to all people. Therefore, we plan to build on
our strength." Balsillie resigned from the board of directors in March 2012, while
Lazaridis remained on the board as vice chairman.

Following the assumption of role as CEO, Heins made substantial changes to the
company's leadership team. Changes included the departures of Chief Technology
Officer David Yacht; Chief Operating Officer Jim Rowan; Senior Vice President of
Software Alan Brenner; Chief Legal Officer Karima Bawa; and Chief Information
Officer Robin Bienfait.
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Heins hired Kristian Tear to assume the role of Chief Operating Officer, Frank Boulben
to fill the Chief Marketing Officer role and appointed Dan Dodge, the CEO of QNX, to
take over as Chief Technology Officer. On July 28, 2012, Steven E. Zipperstein from
Verizon was appointed as Vice President and Chief Legal Officer.

On March 28, 2013, Lazaridis relinquished his position as vice chairman and announced
his resignation from the board of directors. He is still a significant shareholder. Later in
the year, Heins was replaced by John Chen, who was appointed Executive Chairman and
CEO in November. Heins received an exit package of $22 million. Prior to joining
BlackBerry, John Chen served as Executive Chairman and CEO of Sybase Inc., where he
developed and led the company’s re-invention from a mature, slower-growth technology
company into a $1.5 billion-plus high-growth innovator. Under his direction, Sybase
became the leading provider of enterprise mobility and mobile commerce solutions,
achieving 55 consecutive quarters of profitability. Chen has been given a free hand by the
Board to return Blackberry to profitability.

Kristian Tear and chief marketing officer Frank Boulben left in December 2013. Chief
financial officer Brian Bidulka was replaced by James Yersh in December, who has been
with the company since 2008, Board member Roger Martin, former Dean of Rotman
School of Management of University of Toronto, resigned in late 2013. Tear was finally
replaced by Marty Beard. Beard was most recently chief executive officer of LiveOps
Inc, a provider of cloud applications for customer service. Prior to that he was an
executive of Sybase.

New managing directors were appointed for the Africa and UK operations, shortly after
Chen took the rein. Both are local staff members promoted to the jobs. Blackberry parted
with Creative Director Alicia Keys on January 31, 2014. Alicia, a singer, was appointed
to the job by Thorsten Heins a year earlier. Shortly after her appointment, she got into hot
water by sending a Tweet from her iPhone.

In January 2014, Chen brought in Ron Louks, former chief technology officer of Sony
Ericsson as President of Devices and Emerging Solutions. Earlier, John Sims was
appointed as President, Global Enterprise Services, Blackberry.

Chen receives a $1 million annual salary and may be entitled to a performance bonus of
$2 million annually. But his real chance to make big bucks comes in the form of 13
million restricted shares. If Chen actually rescues BlackBerry, these restricted shares
could be worth a lot more. However, he will have to stick around for three years to get
25% of those shares, four years for the next 25% and five years for the remaining 50%. If
Chen is terminated "without cause,” which is often the case even when a CEO is
essentially fired, he will continue to receive his $1 million annual salary through the
remainder of the year in which he leaves the company. On top of that, he'll receive an
extra award of two times his base salary and two times his bonus, for a total of $6 million
more.
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On February 10, 2014, Andrew Bocking, executive vice-president for BlackBerry
Messenger, resigned. He oversaw the introduction of BBM to iPhone and Android
devices in October. John Chen has singled out BBM as a pillar for growth. John Sims has
taken on responsibility for the messaging service.

Other directors include:
Prem Watsa, Chairman of Fairfax Financial, which owns 10% of Blackberry.

Barbara Stymiest, Chair of the Blackberry board and former Group Executive of RBC
Financial Services.

Timothy Dattels, former Partner and Managing Director of Goldman Sachs, with strong
Asia Pacific connection.

Claudia Kotchka, Certified Public Accountant and independent consultant.

Richard Lynch, former chief technology officer of Verizon.

Michael Daniels, Chairman of Invincea, a venture backed provider of advanced cyber
security technology solutions.

Workforce Reduction

In June 2011, RIM announced its prediction that Q1 2011 revenue would fall for the first
time in nine years, and also unveiled plans to reduce its workforce.

In July 2011, the company cut 2,000 jobs, the biggest lay-off in its history and the first
major layoff since November 12, 2002 when the company laid off 10% of its workforce
(200 employees). The lay-off reduced the workforce by around 11%, from 19,000
employees to 17,000.

On June 28, 2012, the company announced a planned workforce reduction of 5,000 by
the end of its fiscal 2013, as part of a $1 billion cost saving initiative.

On July 25, 2013, 250 employees from Blackberry's research and development
department and new product testing were laid off. The layoffs were part of the turnaround
efforts.

On September 20, 2013, Blackberry confirmed that the company would have a massive
layoff of 4,500 more employees by the end of 2013. This would be approximately 40
percent of the company's workforce. In a letter to staff, John Chen said as the Company
transitioned, no job is safe.

On August 1, 2014, BlackBerry announced that it had concluded a protracted and painful
restructuring process and is back on a growth footing, according to an internal memo to
all its employees viewed by Reuters. "We have completed the restructuring notification
process, and the workforce reduction that began three years ago is now behind us,” said
the memo from BlackBerry's Chief Executive John Chen. "More importantly, barring any
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unexpected downturns in the market, we will be adding headcount in certain areas such
as product development, sales and customer service, beginning in modest numbers,” said
Chen, who personally thanked those that have stayed with the company through the
process. BlackBerry has shrunk its workforce by roughly 60% over the last three years as
it attempted to reinvent itself. He noted also BlackBerry, which had previously said it was
trimming its workforce down to 7,000 from a peak of over 17,500 in 2011, is now in a
position to make strategic acquisitions to strengthen areas that are likely to drive future
revenue growth. Chen told employees that he is confident BlackBerry now has the right
organization and team in place to execute its business strategy. Over the last few months,
he has hired a number of former Sybase employees that helped engineer that turnaround
before the company was sold to software giant SAP AG in 2010. Chen stressed in the
memo there was "no margin for error to complete BlackBerry's turnaround to success”,
and he called on employees to remain focused as the company rolls out an upgrade to its
device management system and release new phones.

Platform Transition
BlackBerry Operating System (Java)

The original Java-based Blackberry operating system (OS) was suitable for low powered
devices, narrow network bandwidth and high security enterprises. However, as the needs
of the mobile user evolved, the aging platform struggled with emerging trends like
mobile web browsing, consumer applications, multimedia and touch screen interfaces.
Users could experience performance issues, usability problems and instability.

The company tried to enhance the aging platform with a better web browser, faster
performance, a bundled application store and various touch screen enhancements, but
ultimately decided to build a new platform with QNX at its core. While most other
operating systems are monolithic - the malfunction of one area would cause the whole
system to crash — QNX is more stable because it uses independent building blocks or
"kernels", preventing a domino effect if one kernel breaks. RIM's final major OS release
before the release of Blackberry 10, was Blackberry 7, which was often criticized as
dated and referred to as a temporary stopgap.

BlackBerry Tablet OS (QNX)

The Blackberry tablet was the first RIM product whose Blackberry Tablet OS was built
on QNX, launched in April 2011 as an alternative to iPad. RIM named the tablet
Playbook. However, it was criticized for having incomplete software and a poor
application selection. It fared poorly until prices were substantially reduced, like most
other tablet computers released that year. Blackberry Tablet OS received a major update
in February 2012, as well as numerous minor updates.
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BlackBerry 10 (ONX)

Blackberry 10, a substantially updated version of Blackberry Tablet OS, intended for the
next generation BlackBerry smartphones, was originally planned for release in early
2012. The company delayed the product several times, remembering the criticism faced
by the BlackBerry Playbook launch and citing the need for it to be perfect in order to
stand a chance in the market. It reached the market in early 2013. Blackberry 10 has the
following new features.

Multitasking - BlackBerry 10 OS supports multitasking with gesture integration. Swiping
up from any application brings up the running application screen, which functions as an
application switcher and a task manager. Users can switch through running applications
by tapping on any of the apps or close them by tapping on the ‘X’ on the lower right of
the app itself. In other words, unlike in an iPhone, a user does not have to go back to the
menu to select a different application.

BlackBerry Hub — It acts as a notification center, with the user’s entire social and email
accounts integrated into one app. These include, at launch, standard email client, Twitter,
Facebook, Blackberry Messenger (BBM), and LinkedIn. Standard notifications like
missed calls, voicemail, and system updates also appear on the hub. The hub is accessible
from any app/lock screen, by performing an upside down j-hook gesture. Users can
perform various tasks like composing emails, sending emails, and browsing social
networks, without accessing other apps. Developers are also given options to integrate
apps into the Blackberry Hub.

BlackBerry Balance — Blackberry Balance is a new feature introduced in BlackBerry 10,
enabling users to keep both personal data and office work data separated in its own
spaces. Using Blackberry Enterprise Service 10, IT departments can allow users to set up
work-spaces that automatically install applications and email accounts. After completion,
users can navigate between personal and work profiles, by swiping down on the apps
page. All of the user’s data is secured via 256-bit encryption, and any files created will
stay within the profile partition. At launch, some corporate clients that did not want to
avail the personal work space to employees found it unable to deactivate that half. A fix
was soon released to do that.

Time Shift Camera - BlackBerry 10 features camera software that takes multiple frames
of every photo. This feature allows users to adjust a photo easily to correct issues such as
closed eyes.

Blackberry Video/Screen Share - BBM in BB10 includes the ability to video chat and
make VOIP calls as well as the ability to share the content of a user's screen with others
for free on wifi or on your mobile data plan.

Intelligent keyboard — The OS is able to guess what your next keystrokes are based on a
few letters which you an accept or edit.
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Products

Blackberry’s main hardware product is the Blackberry series of smart phones running on
Blackberry 7 and Blackberry 10. Blackberry 10 sales are slow. More than 74% of the
phones sold is Q3 of fiscal 2014 were Blackberry 7. Corporate customers can purchase
these handsets from Blackberry or through a phone carrier. Consumers can only go
through a phone carrier. John Chen wants to keep the physical keyboard on Blackberry
handsets and in fact wants to focus on producing phones with the keyboard, as he thinks
that’s what corporate customers want and it differentiates Blackberry from competitors.
Playbook is no longer supported.

The main messaging products are Blackberry Internet Service (BIS), Blackberry
Messenger (BBM) and Blackberry Enterprise Server (BES). BIS allows users to access
web mail. BBM facilitates exchange of short messages up to 2,000 characters, voice
notes and videos; users can also make video calls. BES is used by corporate clients to
forward their email to employees’ handsets. BES is also available for licensing for use on
iPhones and Android devices. In addition, QNX is used in automobiles for computer
control and this product is marketed and supported by Blackberry’s QNX subsidiary.
Blackberry World is the online stores that allow registered users to buy apps and
download free apps.

Blackberry 10 Phone

The following Blackberry phones run on Blackberry 10:

Passport — This square phone comes with an alphabetical physical keyboard and also a
touch screen keyboard. It has 3 gig in RAM and 32 gig flash memory upgradable to 64
gig, 13 meg rear camera, 2 meg front camera. It features a 4.5 inch display. This phone is
targeted to business users who will find it easy to read text like documents. This phone,
launched in September 2014, will carry an unsubsidized price of $599. Blackberry stock
rose by 1% on the launch day. The keyboard is easy to use, with bigger and flatter keys
than those in older Blackberry phones.

Z30 - The BlackBerry Z30 is a high-end 4G touchscreen phone. Announced on
September 18, 2013, it succeeded the Z10 as the first totally-touchscreen device to run
the Blackberry 10.2 operating system. The Z30 includes a 5-inch display, 2 gig RAM, 16
gig flash memory expanded to 64 gig, 8 meg rear camera, 2 meg front camera. It features
a 5 inch screen.

Q10 — This is the first physical keyboard phone running on Blackberry 10. There are also
touchscreen functions. It is a 4G phone that features a 3.1 inch display, Everything else is
essentially the same as the Z30.

Q5 is the third Blackberry 10 phone designed for emerging markets. It is also a 4G
phone. The built-in memory has 8 gig which is expandable to 32 gig. The rear facing
camera has 5 meg. Everything else is essentially the same as the Q10.
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Blackberry phones are equipped with a near field communication (NFC) chip that enables
the phones to be used for banking and payments like a debit or credit card. Canadian
banks are adapting to this technology. NFC permits contactless transfer of information
within four centimeters.

All Blackberry 10 phones can run Android apps. They can also run iOS apps with an i0OS
Player, less seamless than running Android apps.

Blackberry announced in June 2014 that a new phone, named Passport, would be released
in September in the U. K. It will be a square device with larger physical keys and a 4.5
inch display that is 3.18 inch wide. This business oriented phone is designed for
spreadsheet lovers and PDF readers. Rumored to run a 2.5GHz quad-core Snapdragon
801 processor and 3GB of RAM, the Passport will also be bestowed with an 8-megapixel
rear-mounted camera and a secondary 3.7-inch snapper up front.

Blackberry Internet Service

BlackBerry Internet Service (BIS) is an email and synchronization service for BlackBerry
users. BIS was created for BlackBerry users without an enterprise email account on a
BlackBerry Enterprise Server (BES). BIS allows you to retrieve email from web mail or
Outlook Web App (OWA) on your BlackBerry, and synchronize your contacts, calendar,
and deleted items from some email providers. OWA is web access to corporate Outlook
email. You can also set up a Blackberry.net email account through your wireless carrier
and access it with BIS.

Blackberry Messenger

Blackberry Messenger (BBM) is a handset to handset messaging system. It also allows
online chat in groups. It is popular among young people and users in South East Asia.
Recently, BlackBerry has enabled the messenger (BBM) to be active on non-BlackBerry
devices. Within 60 days of its launch, the app saw more than 40 million new iOS and

Android users registering to use it. Blackberry 10 supports video calls using BBM. There
are 70 million BBM users worldwide. All BBM messages go through the Blackberry
infrastructure hosted by Blackberry. Here is a list of common features.

« Make BBM Video calls using Blackberry 10, like iPhone’s Facetime.
e Send and receive messages across platforms, using your data plan or wifi.
e Choose a personal BBM display picture and status.

o Real-time confirmations when messages are being written, delivered and read.
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« Share photos, videos and more with multiple contacts at once. Each file must not
be more than 6 megabytes. Video sharing is only available to Blackberry 10
clients.

e Add contacts by scanning Quick Response (QR) Codes, using near field
communication (NFC) technology or sharing Personal Identification Numbers
(PIN).

e Send music files.
o Create and join groups where you can share and discuss lists, photos etc.
e Share location.

Exchanging messages is possible to a single person or via dedicated discussion or chat
groups, which allow multiple BlackBerry devices to communicate in a single session. In
addition to offering text-based instant messages, BlackBerry Messenger also allows users
to send pictures, voicenotes (audio recordings), files, location on a map and a wide
selection of emoticons. Users can even make videocalls. BBM messages are compressed
in transmission so they are more economical than texting and Blackberry Internet Service
email (web mail). They also use less bandwidth than emails.

Messages can be transmitted to the recipients based on their PINs or email addresses. The
8-character PIN is randomly generated by Blackberry upon BBM enrolment and bears no
textual correlation to the user’s other identities. It is controlled by the user in terms of
how and who to share the PIN. Before given a PIN, a user has to obtain a BBID from
Blackberry. The BBID is the user’s account ID with Blackberry for BBM and is not
transmitted in messaging.

With the release of BlackBerry Messenger 5.0, BlackBerry allows users to use a QR code
to add each other to their respective friends lists rather than using only alphanumeric PIN
identification or an email address associated with the user's BlackBerry.

Recent BlackBerry devices can also exchange BBM contacts using NFC technology.
NFC is really just a short range radio frequency ID. This means two phones within four
centimeters can exchange contacts, in a way, a touchless handshake.

A BBM message and attached files are sent from the handset to the wireless carrier, then
to a Blackberry network operations center (NOC), then to the recipient’s wireless carrier,
then to the recipient. BBM is free but the service makes Blackberry handsets more
attractive and make carriers more likely to stock and sell Blackberry phones.

Blackberry Enterprise Server

This is now Blackberry’s crown jewel, the only profitable product. It is what keeps large
organizations in Blackberry’s clientele. Organizations that want to forward their
corporate email to employees can license Blackberry Enterprise Server (BES) and installs
it on local servers. Email from the corporate mail server is then forwarded to a BES
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server within the organization, then to the organization’s Internet service provider (ISP),
then to a Blackberry NOC, then to the organization’s wireless carrier, then to the handset.
BES mail sent from a handset travels in reverse direction, then out to recipient via the
organization’s ISP.

Depending on the email system being used, the mechanism used to figure out what has
changed is different. In an Exchange environment, BES makes a request to the Exchange
server and asks that it be told whenever a new email arrives. The Exchange server duly obeys
and when a new email arrives it notifies the BES, which in turn grabs a copy of that new
email and sends it to the BlackBerry. Forwarded emails are stored in the handsets subject to
truncation of long content so they can be read offline. Users can compose replies offline
which will be sent once the unit is online. BES messages are compressed during
transmission and hence travel faster than email messages going to other phone brands and
for the same reason keep the battery lasting longer before having to be recharged.

As a BES user you can:
e Receive email in real time.

e Have a message that you read on your BlackBerry show up as read back in your
corporate inbox (and vice versa) automatically.

e Move a message to an existing folder within your corporate inbox from your
BlackBerry.

e Have a message that you delete on your BlackBerry be moved to the Trash folder
in your corporate inbox automatically.

e Have your corporate address book bi-directionally synchronized wirelessly with
your BlackBerry.

e Have your corporate calendar bi-directionally synchronized wirelessly with your
BlackBerry.

o Set up meetings from your BlackBerry, invite attendees, and see their free/busy
status.

e Look people up in the company global address book when composing new email
in real time.

e Set up or change your Out Of Office message and enable or disable it.
o Browse the internal company web sites.
e View or download email attachments.

On November 13, 2014, BlackBerry launched BES12. The latest version of BlackBerry's
mobile device/app management platform supports up to 25,000 devices per server and
150,000 devices for each domain. It features a revamped endpoint management model
said to enable "more flexible management of devices, applications and data."”
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Blackberry Network Operation Center (NOC)

The NOC is a key part of the BlackBerry BES solution. When a BES is first installed it is
assigned a unique address called a Server Relay Protocol (SRP) ID or number. This SRP
ID uniquely identifies the BES and in fact no two BESs can use the same SRP ID.

When the BES starts up, it actually logs into a NOC using its unique SRP ID or address.
The NOC accepts the login if the SRP address is valid, and becomes aware of the BES.
Any BlackBerry that has been activated on a BES will have the SRP ID or address. When
the BlackBerry itself is turned on, it registers with the NOC using its PIN number. Now
the NOC is aware of the BlackBerry and the BES. This allows the BlackBerry and BES
to communicate with one another via the NOC. The following diagram copied from
Crackberry.com, a web site hosted by devoted Blackberry users, shows how BES and
corporate supported BBM messages travel.
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The NOC is not shown, however it sits between the wireless networks and the Internet. It
is the point where BlackBerry and BES can find each other and communicate. The NOC
takes care of handling individual BlackBerry connections and also queues up data that is
destined for a BlackBerry when it is out of coverage or turned off. This means that the
BES itself doesn't need to worry about doing that extra work. Blackberry NOCs are in
North America, England and India.

BES differs from iOS, Android and Windows phones in that the latter do not route
messages through a NOC. Instead, messages go from handset to wireless carrier, to
Internet service provider (if the message is an email to be forwarded via a desktop
oriented email system like Exchange or Gmail), then to wireless carrier of the recipient
and to the recipient handset. Some see a NOC as a single point of failure even with
redundancy. This worry materialized in late 2011 when the UK NOC went down
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QNX

QNX is a commercial, Unix like operating system aimed primarily at the embedded
systems market. The product was originally developed in the early 1980s by Canadian
company Quantum Software Systems, later renamed QNX Operating Systems and
ultimately acquired by RIM in 2010 for $200 million, five times the annual revenue.
QNX was one of the first commercially successful microkernel operating systems and is
used in a variety of devices including the world's highest capacity Internet routers, flight
simulators, air traffic control, shipping navigation systems, high speed train controllers,
in-car information, entertainment and control systems, warehouse distribution systems,
cable TV delivery, Hollywood special effects systems, smartphones, mobile devices,
casino gaming system as well as hospital and laboratory technology.

As a microkernel-based OS, QNX is based on the idea of running most of the OS in the
form of a number of small tasks, known as servers. This differs from the more traditional
monolithic kernel, in which the operating system is a single very large program
composed of a huge number of "parts" with special abilities. The system is quite small,
with earlier versions fitting on a single floppy disk. The kernel is a computer program
that manages input/output requests from software and translates them into data
processing instructions for the central processing unit and other electronic components of
a computer. The kernel is a fundamental part of a modern computer's operating system.
When a computer program (in this case called a process) makes requests of the kernel,
the request is called a system call. Various kernel designs differ in how they manage
system calls (time-sharing) and resources. For example, a monolithic kernel executes all
the operating system instructions in the same address space to improve the performance
of the system. A microkernel runs most of the operating system's background process in
user space, to make the operating system more modular and, therefore, easier to maintain.

QNX Neutrino is widely used as the basis for automotive electromechanical components,
for industrial control systems, medical instruments, defense systems, nuclear power
plants, and other mission-critical applications.

Despite its wide use, QNX does not contribute significantly to Blackberry’s bottom line.
This is because QNX is only a small part, albeit an essential part, of embedded systems
that use it. It is not a ready-to-deploy operating system for end users like Windows or
iI0S. This is why it took two years for Blackberry to build Blackberry 10. Blackberry will
have to be innovative from a marketing and product development perspective to monetize
QNX.

The most recent good news about QNX is that Ford announced in February 2014 that it
was dumping Windows in favor of QNX for its Sync system. QNX is be faster, cheaper
and more flexible. Sync, which is in over 7 million vehicles, allows drivers to make
mobile-phone calls and play music using voice-activation. Getting Sync right appears to
be rather important - surveys indicate that in-vehicle technology is the leading selling
point for 39% of auto buyers.

52



Information & Information Technology Assurance

Here are some other QNX applications:

1. Apple's CarPlay runs on it.

2. Caterpillar's mining division uses QNX in surface mine control systems.
3. QNX Neutrino RTOS powers most Cisco products.
4

Emerson employs QNX in systems used to manage the operation of oil refineries
and food manufacturing.

5. General Electric uses QNX for precision timing and applies it to steam turbine
controls, and large turbine control systems.

6. The US Postal System uses QNX to run the delivery barcode system and sort
35,000 to 40,000 letters per hour.

7. The US Army, NASA, Boeing, and Lockheed Martin use QNX on mission-
critical systems. Unmanned aircraft control systems, autonomous underwater
vehicles, guidance systems for anti-tank weapons, and wearable GPS for ground
troops all contain QNX.

Competition

Blackberry’s handsets continue to be under stiff competition. Despite periodic press
releases about new features and many analysts’ opinion that the hardware is sturdy, it
seems to lack the “cool” factor that appeals to young or affluent users. When Apple
released its Q1 result in January 2014, it indicated that sales of the more expensive
iPhone 5S exceeded that of a less powerful iPhone 5C. Apple thought the iPhone 5C
would outsell iPhone 5S. This shows that iPhone fans are willing to pay more for a
premium Apple product whereas Blackberry has had trouble attracting that kind of
following. Some people say that using a Blackberry gets you reliability but using an
iPhone or Samsung Galaxy gives you reliability and fun. Blackberry management has
given up competing with Apple and Samsung on the consumers front and will focus on
corporate users. This is one of the reasons Blackberry indicated that it would make
phones primarily with a physical keyboard to keep its legacy and appeal to mature and
business users. Outsourcing the design and assembly of handsets to Foxconn further
shows that Blackberry wants to devote its effort and resources to software and network
security instead of pursuing seemingly winless battles on the hardware front.

Even on the network and security platforms, the path to retaining its corporate user
loyalty is tough. Apple and Samsung are aggressively targeting the corporate market. For
many corporate users, it seems to be just as easy to access corporate email using other
smart phones. Blackberry will have to reassess the value BES and BBM, especially in
terms of the cost of routing all messages through a NOC and passing the cost to
customers. To survive, the Company has to look beyond keeping BES, BBM and
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Blackberry 10 phones in their present forms. The QNX value has to be unlocked to enter
new fields. Blackberry has to design more innovative functions in security software,
mobile devices and mobile data management.

With licensing of BES to organizations that use iOS and Android platforms, those
organizations will be more inclined to stick with non-Blackberry phones. Also,
organizations that do not mind going through the extra steps of using Exchange Active
Syn to simulate the BES features will not even license BES. Exchange ActiveSyn allows
organizations to push email to handsets with encryption.

Blackberry has stated that its consumer business will be focused on emerging markets. It
wants to main it dominance in Indonesia. However, competition will come quickly from
inexpensive Chinese brands like Huawei, which is priced at retail as low as $100 without a
contract.

On July 15, 2014, IBM announced an alliance with Apple to sell iPhones and iPads to its
business clients loaded with business applications.

Security

Blackberry announced on August 8, 2013 that its BlackBerry 10 phones, including the
touch-screen Z10 and the keyboard-enabled Q10, in conjunction with its mobile device
management (MDM) service BlackBerry Enterprise Service (BES) 10, have been
awarded an "authority to operate,” the highest level of certification on U.S. Defense
Department networks. BES 10 was the first MDM solution for BlackBerry 10 on the
market to receive such certification, the company said.

Receiving the authority to operate is an important step for the overall certification process
in order to get BlackBerry smartphones running on U.S. government and military
networks. The award is in effect a governmental rubber-stamp to the level of security the
service provides.

A BlackBerry spokesperson said: "DoD users can fully embrace all of the consumer
features — applications, games, multimedia, social networking — while still having full
access to their DoD email."

DOD has also approved military use of iPhones and Android phones.

BES mail is encrypted with the Triple Digital Encryption Standard (DES) or Advanced
Encryption Standard (AES) algorithm. These algorithms use symmetric keys, i.e., the
same key is used to encrypt and decrypt. A different symmetric key is assigned to each
Blackberry by the BES server.

Blackberry Messenger (BBM) emails are encrypted using a common key controlled by

Blackberry for all Blackberry devices and are therefore less secure than BES emails. A
user organization may choose to assign its own common BBM symmetric key for the
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organization, for BBM emails within the organization, which, effectively, is more secure
than relying on the common BBM encryption key. However, internally encrypted BBM
email is much less secure than BES email.

On June 16, 2014, Blackberry announced the release of BBM Protected, which encrypts
each message with a different key. The message symmetric key is encrypted with a static
symmetric key exchanged once only between two parties the first time they contact each
other using BBM Protected. This meets the United States Federal Information Processing
Standards for cryptography.

Blackberry Internet Service does not have encryption by default. Blackberry has stated
the following in its Knowledge Base.
Email messages sent between the BlackBerry Internet Service and the BlackBerry
Internet Service subscriber’s BlackBerry smartphone are not encrypted. When
transmitted over the wireless network, the email messages are subject to the existing or
available network security model(s).

“Existing or available network security models” above refers generally to Secure Socket
Layer (SSL) encryption that is equivalent to eBusiness encryption at the option of the
content or Outlook Web Access web site.

Other smart phones can also be connected to corporate email systems using other
software such as Microsoft Exchange Active Sync, but encryption may be less
consistently applied because the exchange server or user PC connected to the smart
phone may not enforce encryption.

Here is a list of the Blackberry 10 security features:

e Transmission between BES server and Internet service provider (ISP) is encrypted
using Transport Layer Security (TLS) or Secure Socket Layer (SSL), which uses
eBusiness graded symmetric 128-bit keys.

e BES transmission from the ISP to a Blackberry NOC is encrypted using an AES
key specific to each BES server.

e Transmission between a Blackberry NOC and a wireless carrier is encrypted
using TLS or SSL.

e Transmission between a wireless carrier and the handset is encrypted using AES.

e Wifi can be encrypted using the required method specified by the access point
(wireless router).

e TLS and SSL encryption can be enabled on the handset to secure web mail, OWA

and eBusiness.

Remote device killing, pushing of system configuration and purging of data.

Forced password.

Allowing limited apps in the work partition and personal partition.

Malware protection.
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On August 6, 2014, BlackBerry said its Android and iOS device-management service has
won a key security clearance from the U.S. Defense Information Systems Agency
(DISA). The Company said the DISA clearance will allow its customers in various U.S.
Department of Defense agencies to begin to use its BlackBerry Enterprise Service (BES)
10 system to manage and secure devices powered by Google Inc's Android operating
system and Apple Inc's iOS software. BlackBerry launched the service to manage rival
devices on its BES system a year ago, as part of a move to help it sell high-margin
services to its large clients even if many, or all, their workers use smartphones made by
competitors. The new feature, dubbed Secure Work Space, is managed through BES 10, a
new back-end system launched at the start of 2013 that allows BlackBerry's clients to
control mobile devices on their internal networks. The decision to service non-
BlackBerry devices is part of the company's move to reinvent itself as its own devices
have waned in popularity.

Financial Condition

Blackberry’s revenue comes mainly from handset sales and Blackberry Enterprise Server
licenses. It expenses mainly include cost of sales for handsets, development cost and the
cost of BES and BBM infrastructure in its NOCs.

Revenue from continuing operations for the fiscal year ended March 1, 2014 was $6.8
billion, down 38% from $11.1 billion in fiscal 2013. The Company's GAAP net loss from
continuing operations for fiscal 2014 was $5.9 billion, or $11.18 per share diluted,
compared with GAAP net loss from continuing operations of $628 million, or $1.20 per
share diluted in fiscal 2013. Adjusted net loss from continuing operations for fiscal 2014
was $711 million, or $1.35 per share diluted. Cash burn rate from operation in the last
fiscal year was significantly offset by sale of fixed assets.

Blackberry is in its worst financial stress since going public. The Company thinks it will
return to profit in two years. Current assets sit at $5.1 billion including $2.5 billion in
cash. Accounts payable net of receivables amounted to $564 million. Net fixed assets of
$942 million (compared to 2.1 billion a year ago) are mainly in real estate and NOC
infrastructure. Its patents are recorded in the books at about $1.4 billion (compared to
$3.4 billion a year ago). The following table compares the Company’s financial
condition between the last two fiscal years. Amounts, except book value per share, are in
US millions.
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February 28, 2015 March 1, 2014
Cash $ 2,891 $ 2,529
Current assets 4,167 4,848
Intangibles 1,451 1,439
Total assets 6,549 7,552
Current liabilities 1,363 2,268
Total liabilities 3,118 3,927
Shareholders’ equity 3,431 3,625
Revenue 3,373 6,792
Net loss per share 0.58 11.18
Book value per share 6.49 6.99

Questions

1. What do you think are Blackberry’s business critical systems and why?

2. How technology savvy are Blackberry’s board of directors and how important is
that to the Company’s success?

3. What are the technology risks of Blackberry?
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MULTIPLE CHOICE QUESTIONS

1. Which system component affects a system’s importance the most?

A. Infrastructure
B. Information
C. Software

D. People

E. Procedures

2. Who is responsible for ensuring system reliability?

A. Management

B. Auditors

C. CIO

D. Chief risk officer

3. What should be a CEO’s main concern about the annual doubling of computing
power?
A. Increasing spending
B. Impact on audit fee
C. Inappropriate use by employees
D. Opportunity and risk

4. What affects an IT strategy the most?

A. Annual doubling of computing power
B. Regulatory requirement

C. Business strategy

D. Systems development plan

5. Which type of system has benefited the most from fast growth in computing
power?

Customer relationship management

ATM

Payroll

Local area network

COow>

6. Who should own the customer relationship management system in a
major Canadian bank?
A. Chief financial officer
B. Chief executive officer
C. Head of personal banking
D. Chief information officer
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7. Which system component is most critical to ensure system availability?
A. Information
B. Infrastructure
C. People
D. Software
E. Procedures

8. Which reliability concern is increased in cloud computing?
A. Completeness
B. Accuracy
C. Timeliness
D. Authorization

9.  Which is the most relevant pair?
A. Quantum computing and big data
B. System owner and infrastructure
C. Privacy and accuracy
D. Peyton Manning and Roger Federer

10.  Which position requires the most powerful system access?
A. Chief information officer
B. System owner
C. System administrator
D. Chief technology officer
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CHAPTER TWO — INFORMATION AND INFORMATION
TECHNOLOGY RISKS

“There are risks and costs to a program of action, but they are far less than the long-
range risks and costs of comfortable inaction.” — John F. Kennedy

e InJanuary 2014, Target warned its Canadian customers that a massive security
breach at the retailer over the holiday season might have led to their personal
information being stolen. An email sent to some customers by the retailer said it
believed cross-border shoppers who went to U.S. Target stores between Nov. 27 and
Dec. 15 had been affected.

e In December 2013, Delta Airline’s reservation system had a glitch for half a day that
let customers book flights with huge accidental saving like business class flights
from continental United States to Hawaii at 10% of the normal fare.

e InJune 2012, LinkedIn investigated the possible leak of several million of its users'
passwords after a member of a Russian online forum said he had managed to hack the
popular networking site and upload close to 6.5 million passwords to the Internet.

e BlackBerry services returned to normal on October 13, 2011 after four days of global
outage. In a conference call on October 13, Research In Motion explained that the
widespread outage was caused by technical glitches linked to a backup switch that did
not function as tested, causing a large backlog of emails and texts. Outage started in
Europe, then spread to the Middle East, Africa and hit Canada on October 13. Parts of
South America, as well as Asian markets were also affected.

e In March 2010, hackers flooded the Internet with virus-tainted spam that targeted
Facebook's estimated 400 million users in an effort to steal banking passwords and
gather other sensitive information.

In the last chapter, we talked about the need to assess inherent risks before developing
and implementing internal controls in order to mitigate risks to an acceptable level and
therefore provide an acceptable level of assurance on information system reliability. In
this chapter, we will discuss the process of risk assessment. We will address risks from
the standpoints of management and auditors.

A lot about risk management is common sense. We manage risk when we walk and drink

coffee (a little sip first to see if it is too hot). We turn on the television to check the
weather before leaving for work or university.
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Computers are fast but mistakes can also multiply fast. Here is an example:

Lenovo Canada offered discounts to customers Tuesday after thousands were outraged
when their orders were abruptly cancelled by the company over a “pricing error.” During
a “Door Buster” sale on its website on May 23, 2014, Lenovo Canada advertised its top
of the line Y410P laptop on sale for just $279 that normally sells for close to
$1,000. Soon after, customers began receiving emails from the company telling them
their orders were cancelled.

Lenovo Canada responded to Global News’ requests for comment on the issue on May
27. The statement reads in full:

“Between May 22 and May 23, 2014, a pricing error occurred on the Lenovo Canada
website for select Lenovo laptops. The error mistakenly allowed a “doorbuster” e-
coupon to be combined with an instant savings discount price. As a result, prices and the
automatically generated calculation of discount percentages and savings appeared in
error.

Once the error was discovered, Lenovo took steps to correct it. The prices on the Lenovo
Canada website now reflect the correct price and price reduction. However, before we
were able to correct the error, customers placed orders at the incorrect prices. As stated
on our website and in the terms and conditions which customers agree to when
purchasing a Lenovo product, Lenovo — like other computer manufacturers — reserves the
right to cancel any orders for products placed at an incorrect price due to an error in
pricing. We have informed the affected customers of the pricing error and we are in the
process of cancelling their orders and any charges that occurred. We deeply regret any
inconvenience this error has caused.

As a gesture of goodwill, starting May 28th, we will be contacting customers whose
orders were canceled with an offer of $100 off their next purchase of a Lenovo laptop
PC. This $100 can be deducted from the total order amount regardless of any discounts
already applied to that order through Augus? 3, 2014.”

After Global News tweeted news of the statement, Lenovo customers reacted with anger
on Twitter specifically regarding the offer of a coupon. Many customers said the offer
was not good enough and felt the company should honor the sale price of the laptop.

Computers can be consistently right but also consistently wrong. Increasing use of
information technology (IT) means less paper trail. The reduction in hard copy
documents may render mistakes and irregularities more difficult to detect. The
concentration of information in computers and electronic media exposes organizations to
the risk of “placing all the eggs in one basket”. Further, it is more difficult to control who
has access. These are some basic risks in using IT. Other less obvious risks include
improper use, uneconomical deployment, inadequate capacity and systems that do not
meet business requirements.
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There are basically three types of things that can go wrong with respect to using IT. First,
the wrong system may be developed in relation to business requirements, the
development of a system may not be well managed and therefore wasting the
organization's money, or the system may be developed with significant flaws. Secondly,
undesirable things might happen to a system when it is being used; e.g., unauthorized
data changes may be made, there may be unauthorized use, disasters can happen that
damage the hardware and software. Thirdly, system information may be inappropriately
used; e.g., users are not trained and therefore misuse some functions, or there may be
incorrect interpretation of system information. We will talk about the risk of
inappropriate systems development in Chapter Four. The rest of this chapter will focus on
the other two types of unfavorable system occurrences, the degree of which depends on
the nature of business, organization and system.

The risk of errors or irregularities because of the nature of the business, organization and
system is called inherent risk. An organization can avoid or reduce inherent risk by
engaging in less ambitious business strategy, e.g., by abstaining from eBusiness. To
mitigate such risk, management must implement internal controls. However, internal
controls are not fool-proof otherwise they would be too expensive. The risk of internal
controls not preventing or detecting significant errors is called control risk. The third
definition of risk, to an auditor, is the risk of audit procedures failing to detect material
errors, and this is called detection risk. Auditors are concerned about all three types of
risk. The multiplicative value of inherent risk, control risk and detection risk is called
audit risk, which is the risk of providing favorable audit assurance on a system which has
a major flaw. Management is generally concerned about only inherent risk and control
risk. The product of inherent risk and control risk is called “residual risk”, i.e., the risk
remaining even after implementing internal controls. Management has to assess whether
the residual risk is acceptable and organizations should have guidelines and decision
limits to ensure consistent application and acceptance of residual risk. The tolerable
residual risk should be low for every business critical system.

The term “threat” is often used to refer to risk. A threat is more general and it usually
does not bear any quantifiable connotation. For example, a snow storm is a threat. The
estimated likelihood of a snow storm is a risk. Another related term is vulnerability. We
are vulnerable because we are not well positioned; for example, we are more vulnerable
to getting sick if we don’t have enough sleep. Vulnerability, therefore, means the extent
of risk resulting from a weakness.

BUSINESS CRITICAL SYSTEMS

Organizations should understand the risks related to every business critical system. A
business critical system is one that is needed for the organization to conduct business
without significant interruption. These systems can range from common tools like email
or a web site to more specific systems like supply chain or automated teller machine
(ATM). Often one might question what systems are not business critical. Those systems
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should be few. The more systems are not business critical, the less efficient the
organization is. Some are inevitable, and although not business critical, are beneficial to
the organization, e.g., an employee suggestion system.

Business critical systems should be determined based on the nature of the organization’s
business mission. For example, banking systems are critical to a bank, a supply chain
management system is crucial to a company like Walmart and a water quality system is
essential to a city government. In addition to the function of a system, the transaction
volume and total value of assets managed by the system should be major criteria in
determining business criticality.

INHERENT RISK

The more vulnerable an asset is to errors, loss or damage, the greater is the inherent risk.
Similarly, the greater the magnitude of vulnerable assets or transactions processed by a
system, the higher is the inherent risk. An extension of this is that the more widespread a
system is, e.g., an Internet facing system, the greater is the inherent risk. A wire transfer
system that handles a large volume of high dollar transactions daily is riskier than a
payroll system because it involves many user organizations in an online environment and
improper transactions can be difficult or too late to reverse. Other factors affecting
inherent risk include the legal implications of errors, the potential repercussion in terms
of customer goodwill and adverse effect on competitiveness.

Inherent risk has three components: the probability of an unfavorable event, the nature of
damage and the extent of damage.

The following factors should be considered in performing inherent risk assessment:
Age of procedures.

Age of the system.

Business criticality of information technology.

Method of information storage (on site, off site, network, outsourcing etc.)
Nature of information processed (e.g., value and frequency of change).

Nature of people (experienced or inexperienced, consultants vs employees).
Nature of processes (e.g., batch or online).

Nature of systems (e.g., complexity, Web enabled, and geographical diversity).
Past experience.

Stability of system.

Staff turnover.

e Transaction volume.

Management is responsible for assessing and mitigating inherent risk. The following
steps can be followed in risk assessment.

1. ldentify the significant and potentially unfavorable events for which a solution
requires management decision from event to event. Significance, of course
depends on quantitative exposure and probability. Quite often, however,
significance can be assessed intuitively based on experience and it is quite easy to
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rule out far fetched and really trivial exposures. An example of the former is a risk
for which the organization has no control, e.g., World War I1l. An example of
something trivial is an occurrence that can be easily addressed without significant
service interruption or loss of assets, e.g., employee tardiness. Some significantly
unfavorable events may not be far fetched or trivial but the solution is quite
standard across the industry, e.g., the risk of virus infection. In this case, it is a
“no brainer” for organizations to deploy commercial anti-virus software on each
computer and update the virus detection files as they become available from the
anti-virus software vendors. If an event type is within an organization’s control, is
not trivial and, is not already addressed with an accepted and standard risk
mitigating practice, the organization should put it on the list for risk assessment.

2. Assess the damage of each event (not each occurrence). An example of an event
is server breakdown. The breakdown of a server or a group of servers
simultaneously is an occurrence. Some events and occurrences are
interdependent. For example, when a server breaks down, it increases the
probability that another server in the cluster will break if the load is shifted to
other servers in the cluster. On the other hand, a broken server cannot be hacked.
These chain effects have to be considered in risk assessment. Estimate the average
magnitude of each event based on organization and industry experience. For
example, how long will it take to fix or replace a server?

3. For damage leading to financial loss, estimate the amount of loss from each
occurrence of each event. Take into account the chain effect between events.
Damage should be quantified as much as practical. The relevant transaction
volume, relevant asset value maintained, contractual obligation as well as
organization and industry experience in legal liability should be used to estimate
the financial loss. If an estimate is soft, it can be discounted to arrive at a
guantified estimate, e.g., if an occurrence of an unfavorable event will likely lead
to the loss of a major customer, a subjective likelihood of say, 20%, 30% can be
applied to the annual profit from the customer.

4. Estimate the probability of each event (not each occurrence). For example, if the
risk of a computer breaking down on a given day is .005%, the annual risk is 365
x .005%, i.e., 1.825%. Well, what period should be used to quantify the risk? It
should not be too long like several years, nor should it be too short like daily. The
common time cycle used by organizations to plan and report financial
performance is annually. Therefore, it seems practical to express the probability
of unfavorable occurrence on an annual basis.

5. Based on probability, estimate the number of occurrences per year. This would
also depend on the nature of the event. The denominator unit for the probability
should be chosen based on practicality and strong relevance to the event whose
risk is being assessed, and it should be clearly stated. Here are some examples:
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a. If the probability of hacking is 0.01% per server per day, the estimated
number of hacking incidents would be 3.65% per year per server. This sounds
high but the logic is right. A common analogy is our chance of catching a
cold. I catch a cold once a year, so on average, my risk of catching a cold is
1/365, or 0.274%.

b. If the probability of a ghost employee (a recorded employee receiving pay
who does not exist) is 1% of the total number of employees, the number of
ghost employees on an annual basis would still be 1% of the average number
of employees. This is because the first probability is not expressed in relation
to a time frame.

c. If the probability of processing a claim payment in the wrong amount is .01%,
the number of incorrect payments in a year would be .01% of the total number
of payments in the year. Here, the probability is unchanged because both
values are expressed over the same period. However, the number of incorrect
claims will change because the annual number of claims is a high number
compared to only one claim being processed at a point in time.

6. Multiply the estimated number of occurrences by the estimated financial loss
from each occurrence to arrive at the financial exposure from the unfavorable
event. The above examples are extended as follows:

a. If the estimated financial loss of an average hacking incident is $10,000, the
financial exposure on an annual basis is $365 per server. This amount
should then be multiplied by the number of servers. Some servers are more
critical, so the organization can apply a varying degree of granularity in this
calculation.

b. The estimated financial exposure from ghost employees can be calculated as
1% of the average number of employees multiplied by the average salary, or
more directly, calculated as 1% of the year’s payroll.

c. The annual financial exposure from incorrect claims payment can be estimated
as .005% of the total amount of claims paid in a year. The probability of .01%
in step 5 can be converted to .005 % because a mistake can go either way.

An overpayment may not be recoverable, whereas an underpayment

would most likely be brought to the attention of the organization by the payee.
In addition, the cost of reprocessing has to be estimated. These factors have to
be considered.

7. Add all the financial exposures for the identified potentially unfavorable events
for each business critical system.
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8. Rank the business critical systems by financial exposure.

9. Use the financial exposure as a gauge to decide how much internal control to
design and implement, taking into account the cost of designing, implementing
and operating each internal control. An internal control should be designed and
implemented only if the financial impact of the risk to be mitigated outweighs the
cost of the control. This means internal controls should be implemented to
provide reasonable assurance of system reliability, as opposed to absolute
assurance.

10. The financial exposures of all business critical systems can be added to assess the
organization’s exposure to unreliable systems.

Some would say that the above steps are onerous and subject to judgement. Risk
management is judgmental, but based on informed judgement in observance of corporate
guidelines. The steps can be automated. As many of the parameters can be standardized
and automated as practical, based on experience and industry statistics. The remaining
parameters like error rates should be estimated by managers with consultation and
following corporate guidelines that provide criteria and examples.

Identifying Potentially Unfavorable Events

Management should use the CAATOE attributes that we talked about in the last chapter
to identify potentially unfavourable events.

e Completeness

Authorization

Accuracy

Timeliness

Occurrence

The following simple matrix can help to assess inherent risk.

Risk Matrix

Completeness | Authorization | Accuracy | Timeliness | Occurrence

Input

Processing

Output

Storage

This matrix shows that an unfavorable event can occur at the input, processing, output or
information storage phase of a transaction cycle. Such an event may include information
change or access that does not reflect a real transaction, incomplete, inaccurate or
untimely transaction processing, the processing of an improperly authorized transaction,
or processing transactions inefficiently in relation to the cost of processing including the
cost of hardware, people and software.
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Each cell should be addressed in relation to the system being risk assessed. In addressing
each cell, management should consider the five system components, i.e., infrastructure,
software, people, procedures and information. Management has to think about what can
go wrong with each component during each stage of the transaction cycle (input,
processing, output and information storage) with respect to each risk attribute
(completeness, authorization, accuracy, timeliness and occurrence). To document such
risk identification, a number of matrices can be prepared, e.g., one matrix for each system
component or one matrix for each subsystem of a system.

Completeness

Incomplete processing will result in incorrect accounting records, loss of revenue,
unhappy customers or unhappy users. This can happen because of incomplete input,
faulty programs that miss some transactions, invalid data that causes transactions to be
rejected and lost, hardware failure, interception of computer processing by hackers, or
rogue systems administrators. Here are some examples of incomplete processing.

e An automated banking machine (ATM) fails to capture the last digit of an amount
entered although the correct amount is shown on the screen. This can easily occur
because of hardware malfunction. Preventive maintenance is a control to mitigate this
risk.

e A database fails to record a large amount because of field overflow. This can be a
type of buffer overflow which is a common system design flaw. Rigorous system
testing can help mitigate this risk. This is described more in Chapter Eight.

e Incomplete input procedures resulting in some transaction data not being entered.
Detailed user procedures would help mitigate this risk.

e eBusiness customers do not enter all necessary data. The risk is high because
people these days are always in a rush. System edit checks should prevent this.

e Incomplete database update because of program flaws. This risk increases as
organizations continue to implement enterprise resource planning systems that update
multiple database tables based on single data entries. One control that can help
mitigate this risk is a database referential integrity check. This means checking that
a foreign key is not blank for any record.

Accuracy

Little writing is needed for one to appreciate what inaccurate information can lead to. We
live in an information intensive society. Many people have a habit of turning on the TV
to check the day’s weather forecast, especially in the winter, to decide what to wear and
which route to take to work or school. A store manager will log on to the computer to
check the promotions for the day and the sales figures for the previous day, this
information will affect how s/he operates the store. A foreign exchange trader will check
the rates and trading positions many times a day. When information is wrong, the effect
may be minor on a personal basis, or it can be devastating to an organization. Computers
have been known to be wrong because of hardware failure, program flaws or human
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errors in operating the computers or feeding data. Errors may appear in input data, such
as in customer names or numbers. Alternatively, they may appear during processing, for
example, when a system incorrectly multiplies quantities ordered with unit prices. Some
common mistakes are:

e Transposing two digits when entering a social insurance (security) number is a
common occurrence. A mitigating control is to use a check digit algorithm, i.e., a
system computing the derivative of say, the first 8 digits of a social insurance
(security) number to form the last digit and then compares the computed last digit
with the input last digit. This control will work if the social insurance (security)
system uses this formula when assigning the numbers in the first place.

e A software error leading to wrong calculation, e.g., the Excel bug that was discovered
in 2007. Rigorous system testing would be the preventive medicine.

e Entering a wrong amount. For example, accidentally hitting the minus sign. A system
edit check can detect this.

e The system looking up the wrong payroll deduction code from the deduction table.
System testing would be an effective preventive control.

e Affixing incorrect bar codes on products. Many of us has experienced that when we
find out we have been overcharged or when we have to wait at a cashier counter until
the correct price is accepted by the system. Verification of bar codes before being
rolled out to operation is a preventive control for this type of errors. Using a check
digit formula as explained above to validate stock ID numbers before bar code
conversion is another control, e.g., if 12345 is a valid ID number because it satisfies
the formula of the sum of the first 4 digits divided by 2, then 12346 is an invalid
number and should not be converted to bar code.

Authorization

Unauthorized transactions can cost an organization immensely. For example, Société
Générale’, a large bank in France, took a significant market loss when it liquidated
unauthorized trades in 2008. Unauthorized access to sensitive information can also be
damaging to an organization. Imagine a disgruntled employee posting customer credit
card numbers on the Internet.

Transactions may be carried out without authorization, or with inadequate authorization.
Changes to master files may be made without authorization. There are two elements to
this. First, there is no authorization from the person accountable for the transaction or
data file. For example, a payroll clerk changes someone's salary without management
approval. In this case, the payroll clerk has the system authority to make salary changes,
but s/he does so without following documented procedures. Another way transactions are
entered without authorization is when someone circumvents system security by say,
breaking a password or impersonating an authorized user. Some other examples of
unauthorized transactions are:
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Write-off of accounts receivable from a friend.

A payroll clerk overstates his or her own hours worked.

An accountant puts through a journal entry that exceeds his or her financial limit.
A customer accesses another customer's account.

A programmer changes programs without approval.

A customer service representative or auditor reads customer information for personal
curiosity beyond their duty or audit requirements.

Common internal controls to mitigate the above risks are restricted access and access
audit trail review.

Timeliness

To most organizations, information is money. When information is not current, incorrect
or ineffective decisions are made. Organizations might even incur liability. The reason
for late information may be untimely processing, tardy reporting or a system failure.

Sometimes data may be incompletely input or processed only temporarily. This means
although data eventually gets into the system, it is late, and in some cases, too late,
resulting in unreliable information or loss to the organization. Here are some examples of
untimely transactions:

e Recording sales weeks after shipments leading to cut-off errors. Regular
reconciliation can help to detect this.

e Removing employees from payroll long after departure resulting in overpayment. A
rigorous exit checklist should be used.

e Late in sending out T4s or W2s, leading to penalty from Canada Revenue Agency or
Internal Revenue Service. Regular monitoring of computer processing schedule
should be performed.

e Late in recording inventory receipts resulting in an incorrect inventory balance.
Regular matching of invoices to receiving reports would help to detect this.

e Late in paying invoices resulting in loss of cash discounts or a supplier. Accounts
payable should be aged and reviewed by management.

Occurrence
Information may be processed that does not represent real transactions. This can also

mean information being processed by a faked system. Here are some examples of what
can go wrong.
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e A faked ATM luring customers to insert their ATM cards. The risk is likely to be low
because of the significant investment to set up a faked ATM. Regular bank inspection
and customer education would help to mitigate this risk.

¢ A fictitious web site can lure customers to provide identity information and the
criminal can then transact using the stolen identity. A control to mitigate this risk is to
use digital certificates, which is a kind of electronic business card downloaded by a
browser to verify a web site’s identity. We will discuss this more in Chapter Eight.

e An employee downloads a malicious program that appears to be useful software. This
IS quite common. Anti-virus software can be an effective control.

e A payroll clerk sets up a ghost employee. This is one of the older tricks to commit
fraud and is still used frequently. It requires little technical knowledge and can be
achieved with just ordinary payroll system privilege if the person doing this is a payroll
administrator. A standard control to mitigate this risk is the requirement for
management review.

e Entering payroll hours that were not worked. Many organizations would admit that this
occurs. Management review can be an effective control.

The Effect of Information Technology on Inherent Risk

Certainly, automation reduces human errors. Replacement of manual functions can make
it more difficult to collude to commit fraud, especially for people who are not IT savvy.
A computer does not get sick and tired so it is more likely to finish its jobs on time.
Computers do not go on strike, although computer staff could. These factors reduce
inherent risks. However, one might be under pretence to think that increasing automation
will reduce the extent of improper transactions. This theory, as proved by experience, is
not true. The reason is that computers are controlled by people. The fewer people are
involved, the less cross-checking or observation there is to deter people from carrying out
improper activities. Therefore, increasing automation generally increases the risk of
fraud.

Electronic transaction trails are less visible and create more uncertainty. Access is more
difficult to control. There are more parties having access to corporate information. There
is less time to react to errors. There is a higher risk of information loss because of the
concentration of storage. Because of the concentration of processing function and
connections, power outage or network failures can cause the systems to be unavailable on
a massive scale. Such impact would materialize to a lower degree for manual processes.
These factors serve to increase inherent risks. Here are the common risk factors in
information systems.
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Concentrated Processing

In computer systems, the processing is often concentrated within computer facilities.
Certain organizational units are bypassed during processing operations. Consequently,
less opportunity exists for detecting errors and fraudulent events such as unauthorized
transactions, changes in programmed instructions and theft of assets. Current IT practices
such as virtualization will concentrate computer processing even further.

Less Reliable Audit Trail

The audit trail is more likely to be fragmented or eliminated. Source documents may not
be used, for instance, when sales orders are taken over the phone, they are entered to the
system directly. Sometimes there might not even be verbal communication, the
transaction initiator puts in to the system what is in the mind; if there is a need to seek
justification, where is the audit trail?

Human Judgement Bypassed

Computers perform programmed instructions blindly, i.e., they exercise no judgement.
Therefore, fewer opportunities exist for people to spot errors and question data. For
example, a pricing error on the web site of a major retailer resulted in the sale of 600
units of a product in a day which were significantly underpriced because of a web price
catalog input error.

Data Storage not Visible to Human Eyes

Data stored in computer systems is oriented to the characteristics of digital media. These
characteristics differ from the paper oriented and hence human oriented media. Data,
when stored in these devices, is not comprehensible to the human eyes. It is necessary for
users to take steps to retrieve the data and decipher it using software so it can be
interpreted. While this may add to security, the extra steps introduce room for errors.

Data is easily erasable without leaving a trail. A disk can hold millions of records and
damage to the disk because of humidity or demagnetization can cause all of these records
to be lost. Similarly, if the disk is lost or if an authorized person gets hold of it, a lot of
information can be compromised or destroyed.
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Other Common Causes of Inherent Risk

Here are some other common causes of IT risks.

1.

Management does not understand IT. It is easier for management to understand
business issues and even financial issues. Because of their lack of understanding of
information systems, executives often rely on the IT department to tell them how
much money is needed. This can make IT investments subject to less scrutiny than
other expenditure, and can lead to ineffective spending.

. Employees do not understand IT. Information technology often facilitates business

process reengineering that changes jobs in organizations. Mundane and clerical jobs
may be eliminated or replaced with jobs that require higher skills in order to support
an organization's goal to expand. Employees who are moved to new jobs may not
understand the technology required to do their jobs. Many organizations do not do a
good job in training their employees for change. This makes the use of IT more
erroneous and ineffective.

. Increasing use of IT means more processes are integrated. In such a case, the weakest

link in the chain can drag down a number of functions. Complicated systems are also
more difficult to understand and maintain.

. More and more organizations are sharing systems with real time information transfers

between business partners and vendors. For example, some retail giants open their
inventory systems to suppliers to query and automatically send replenishments,
avoiding the paper work of purchase orders. The risk of divulging trade secret is
higher and organizations may have to rely on systems in which they have no control.

. Electronic information is easier to steal and there may not be a trail. It is difficult for

organizations to know whether an employee has copied sensitive files to memory
sticks to be given to competitors.

. IT changes rapidly and even technical people find it hard to keep up. Computing

power doubles every year. Managers are always called by vendors to try new
products. Some vendors also use fear tactics to convince management that the options
are to upgrade or lose support or competitiveness. Organizations may therefore be
talked into making incorrect or excessive purchases. On the other hand, organizations
that fail to upgrade may indeed be less competitive. Knowing where to spend IT
money is challenging and something managers must pay close attention to.

. More and more organizations outsource IT functions so they can focus on their core

businesses. Governments and large companies have outsourced in order to be more
cost effective. Common functions that have been outsourced include payroll,
accounting, network support and call centers. When an organization outsources, it
loses some control. If the service provider makes mistakes, it will impact on the user
organizations and they sometimes are caught by surprise. Even without outsourcing,
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every organization uses an Internet service provider. We hear of ATM failures from
time to time; some of them may be the result of system failure of the network service
providers.

8. Computers can make managers less productive. Managers who are less technology
savvy may spend an inordinate amount of time learning to use systems and this may
make them neglect their main function, to manage. On the other hand, more
technology oriented managers may really enjoy using technology so much that they
treat computers as toys, so as a result, they may spend too much time exploring
system functions or surfing the net beyond what is needed to perform their jobs. They
may even get a lot of satisfaction in developing their own systems to solve business
problems and thus become highly paid programmers who write inefficient or ill-
controlled programs.

9. Knowledge management is another common risk factor. To keep up with technology
changes, organizations have to invest in training their staff members. A lot of
organizations are willing to buy new tools but do not give their staff enough time to
attend courses to learn to use the tools; as a result, IT investment is not returning the
desired benefits.

10. Many organizations place heavy reliance on long-term IT employees who over the
years have accumulated detailed knowledge of the systems used in the organization.
When these employees leave, the organization may experience system problems
unless there is proper knowledge transfer. For example, many large organizations still
rely significantly on systems written in Common Business Oriented Language
(COBOL) and Programming Language 1 (PL1), two common mainframe
programming languages. Many universities have stopped teaching these languages.
Many mainframe programmers have retired or are close to the retirement, so when
they leave, there will be a knowledge gap. To some extent, organizations can address
this problem by acquiring middleware to bridge web interfaces with legacy systems
and make the legacy code (programs) more graphically oriented for younger
programmers to maintain. There is still a need to ensure a critical mass of legacy
programming skills until organizations replace their mainframe systems. At the other
extreme, some organizations are routinely selecting younger workers in hiring and
promotion over experienced candidates just to develop a youthful work force. Both of
these extreme approaches increase the organization’s risk to inaccurate and
unauthorized transactions.
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11. Because of the high turnover of IT staff, organizations sometimes find it necessary
and more flexible to hire consultants, especially when an organization is under a hire
freeze for full-time positions. Consultants may not have much knowledge about the
organization and its policies. They are more expensive than employees. They may not
be as dedicated as employees so in a crisis, the organization may be caught without
the necessary staff to solve problems.

12. The needle-in-a-haystack problem will occur more frequently when IT is used. For
example, a small program bug can cause erratic information errors. Some program
bugs may only be triggered by certain factors and they may take years to be
discovered, but when they are active, the impact could be very significant.

Risks of Database Systems

A database improves efficiency and avoids data redundancy. However, data sharing
between applications increases the risk of unauthorized access and update errors. The
more programs that can update a table, the more likely errors will occur. Also, because
more system software is used in a database environment, the risk of incorrect software
configuration increases. Database applications often are operated in a distributed
network. In that case, there are multiple copies of a database geographically dispersed. It
is important to ensure that updates are synchronized. It is just as important to ensure time
synchronization, by for example, operating a time server. Because a database consists of
many tables that are shared between applications, there is also a risk of data inconsistency
between tables when data is repeated unnecessarily, e.g., a customer address shows up in
multiple tables but is represented inconsistently. This risk results from data redundancy.
There is also the risk of concurrent updates, i.e., one transaction overwriting the result of
a previous transaction. We will discuss internal controls to mitigate these risks in Chapter
Six.

Concurrent Updates

In a database environment, programs sometimes contend for the same table and field in
terms of reading and writing. Although technically, the hardware will not allow two
programs to update a field at the same time, just as it would be impossible for Magic
Johnson and Yao Ming to enter a 3-foot wide doorway in parallel, there is a risk of
updates performed by two programs almost concurrently that could impair data integrity.
Here is an example.

I deposit a $1,000 check at an ATM to a joint checking account. Less than a second later,
my wife transfers $2,000 from the checking account to a saving account using eBanking.
Before these transactions, the checking account balance is $5,000. Here is what could
happen.
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1. My transaction reads the $5,000 balance and updates it to $6,000.

2. My wife’s transaction reads the $5,000 balance (after my transaction has read
it but before my transaction finishes) and calculates a new balance of $3,000.

3. My wife’s transaction finishes after mine, so it overwrites the new balance as
$3,000.

4. In fact, the correct balance should be $4,000.

This is called concurrent update. That is, two transactions update the same field of the
same record without knowing about each other. In other words, the left hand doesn’t
know what the right hand is doing. To prevent this kind of data inconsistency,
organizations should configure database management systems to enforce record locking.
We will describe this in further detail in Chapter Six.

CONTROLLING INHERENT RISK

Management can control inherent risk in three ways. Management can avoid inherent risk
by refraining from the practice that will generate the risk, e.g., by not offering eBusiness.
If risk avoidance is not desirable, management can transfer the risk by buying insurance
or engaging a partner to assume all or some of the risk, e.g., an insurance company can
sell some insurance policies to a reinsurance company to offload some risk. The third
approach is to implement internal controls to mitigate the risks. An internal control is an
established procedure, instruction or tool to mitigate inherent risk. The procedures may
be automated or manual. These three ways are not mutually exclusive.

Inherent risk depends on the nature of business, the nature of assets, as well as the
environments in which business is conducted and assets are stored. Management can
avoid inherent risk by not going into a certain line of business, staying away from certain
products and being more cautious and conservative in choosing locations. Doing so, of
course, may limit the organization’s growth and profitability and increase cost. There is
often a direct relationship between risk and reward. Management wants to strike an
optimal balance by doing risk assessment. This is why although large organizations
should charge their executives with the responsibility for controlling business risks, these
organizations often have separate risk management departments and chief risk officers to
coordinate effort in risk management.

To mitigate inherent (business) risk, management should implement internal controls.
The remaining risk net of risk reduction by internal controls is called residual risk.
Residual risk should be at a level management considers acceptable. The implementation
of internal controls should stop at a point where the marginal cost of internal controls will
exceed the financial exposure to be reduced. Organizations should have guidelines to
help managers measure the cost and benefit of internal controls. The benefit of internal
controls is the extent of inherent risk to be reduced by the controls.
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Before deciding whether a risk should be avoided, shared or mitigated, management
should assess the significance of the risk. What is significant to one manager may not be
to someone else. Therefore, an organization should have a formal risk assessment and
acceptance policy in terms of significance. The thresholds should be quantified as much
as practical. The degree of granularity of risk quantification and significance assessment
should also be indicated in guidelines within the risk assessment and acceptance policy.
In other words, should the risk of equipment failure be expressed as per incident, per
piece of equipment, per year etc.?

The risk assessment and acceptance policy should specify the monetary levels of risk that
can be accepted by each level of manager. Most organizations have documented levels of
signing authority for expenditure. For example, a first line manager can make an
individual purchase of up to $50,000. However, many organizations do not have a similar
policy for risk acceptance. Auditors often get a statement from managers that they are
accepting the risks. But can a middle manager accept the risk of asset loss amounting to
$1 million, even if this amount is within the annual budget of the manager? Financial
service companies have rigorous signing levels for approving loans. More organizations
should move towards implementing a policy for risk acceptance for operation risks
including IT risks.

Internal auditors should assess inherent risk using the corporate policy. If such a policy
does not exist, internal auditors should recommend that it be established. Meanwhile,
internal auditors should assess inherent risk in relation to the business strategy for the
organization and then for different departments. What is important to management is
important to internal auditors.

Shareholders’ auditors should assess inherent risk in relation to materiality in the context
of the financial statements. Shareholders auditors are concerned about the completeness,
accuracy, authorization, timeliness and occurrence of recorded financial information.
They are not really concerned about efficiency or lost profit as long as the financial
records have integrity. Where a risk is determined to be significant, shareholders’
auditors will look for internal controls for mitigation.

In this book, we focus our risk discussion on IT, i.e., the risk of operating inadequate or
unreliable information systems. This is a subset of managing overall business risk, which
includes vision, strategies, monitoring, innovation and cost control. These activities
depend on the reliability of information produced by systems. Even if transaction
processing and management information systems are highly reliable, a company may not
be managing business risk competitively if its products are not efficient or fall behind
competitors’ in terms of innovation and market acceptability, e.g., competition in the
smart phone market. Management should realize that competitive product development
and sales activities depend on the reliable and efficient information systems.
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CONTROL RISK

Management has to design and implement internal controls to mitigate risk. For an asset

or system to be managed, there is a risk that the internal controls will fail to reduce

inherent risk to the extent desired. This risk is called control risk. The following control

factors contribute to control risk:

¢ Inadequate assessment of inherent risk resulting in designing the wrong controls
or weak controls.

e Designing internal controls that are too hard to follow.

e Designing internal controls that are too vague and subject to inconsistent
interpretation.

e Designing internal controls that are carried out too infrequently or that use small
samples

e Inadequate or improper implementation of internal controls, e.g., incorrect
programming.

e Inadequate compliance with internal controls because of insufficient procedures,
training and monitoring.

Most of the factors that affect inherent risk also affect control risks. Here are some

examples:

e The speed and inherent accuracy of a computer makes automated controls more
reliable than manual controls.

¢ Increasing automation involves fewer people in transaction processing and therefore
makes it harder to segregate duties for cross checking. This increases control risk.

e Electronic trail of transactions also makes the trail of control activities less visible and
more prone to being erased. This increases control risk.

e Higher concentration of transaction processing also results in higher concentration of
internal controls in fewer servers. This “putting more eggs in a basket” increases the
risk of internal controls failure.

e Increasing automation often involves more reliance on trading partners and service
providers to carry out internal controls. This increases the risk of controls not being
carried out properly because the organization has less control over controls.

e Qutsourcing puts some internal controls in the hands of a service organization and
because the user organization has no or less influence over the controls, the risk of
internal controls being inadequate or ineffective increases.

Management should minimize control risk by involving business units and internal
auditors in risk assessment, designing rigorous and redundant internal controls, and
monitoring internal control compliance. The level of control risk tolerable to management
and internal auditors is low.

Shareholders’ auditors generally tolerate a higher level of control risk, it is generally
moderate. Moderate does not mean 50%. Accounting firms have a range that they apply
to different industries and it can probably range upward to say, 40%. Shareholders’
auditors accept a moderate level of control risk because their audit opinion is not on
internal controls, but rather, on the fairness of presentation in the financial statements.
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There is an exception, Canadian and U. S. public companies have to report on internal
controls supporting the financial statements to securities regulators and shareholders’
auditors are usually asked to provide an opinion on the controls. In this case, the
shareholders’ auditors will tolerate only a low level of control risk.

RESIDUAL RISK

Residual risk is the product of inherent risk and control risk. Assume that in an
organization, the inherent risk of setting up a ghost employee in the payroll system is 1%,
i.e., without any internal controls, management estimates that the probability of a ghost
employee being set up is 1% based on industry and organization experience.
Management has now implemented internal controls to mitigate this inherent risk.
Assume that management has estimated the risk of the internal controls not being
adequate and effective is 5%. The residual risk is now .05%. If this is not acceptable,
management will have to improve internal controls to lower the control risk. The inherent
risk cannot be changed unless management decides to make structural changes to the
payroll system like centralization.

Management should assess and accept residual risk in the same manner as its assessment
and acceptance of inherent risk. This is because residual risk is simply a reduced degree
of inherent risk. The organization policy on risk assessment acceptance with different
sign-off levels should apply to residual risk. That is, when a residual risk exceeds the
level of authority of a manager, s/he should implement further internal controls to lower
the risk. If the cost of the controls exceeds the amount of the risk to be mitigated, the
manager can in theory accept the risk. However, if such a risk exceeds the manager’s
approval authority, s/he should refer it to a higher level of management to understand,
assess and accept the risk.

Internal auditors should assess whether management’s tolerable control risk is
appropriate given their assessment of inherent risk. If it is not, the internal auditors should
raise their objection to management with explanation and raise it with the audit
committee if management’s tolerable control risk is significantly higher than what the
internal auditors think it should be. If management’s tolerable control risk is appropriate,
the internal auditors will have to confirm that the control risk is actually at that level.
Such confirmation will require studying internal controls to assess their reliability on
paper and then testing internal controls. The extent of testing will depend on the control
risk. The higher the tolerable control risk, the lower the acceptable control reliability, and
the smaller the samples will be used in testing.

External auditors of financial statements will take a slightly different approach in
assessing control risk. We will discuss that under Audit Risk.
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RISK REGISTER

An organization should maintain a consolidated list of inherent risks and residual risks
segmented by lines of business. This register should indicate the risk owners, risk
weights, risk ratings and exposures. The list of inherent risk is used to regularly assess the
adequacy and redundancy of internal controls. The list of residual risk points to the actual
exposures faced by the organization and it is also used to assess the effectiveness of
internal controls in operations. The owner of the risk register is the chief risk officer,
whereas individual risks are owned by the line executives or the CIO depending on
whether a risk is related to a business area or the IT infrastructure.

The chief risk officer should develop and maintain the risk assessment and risk
acceptance policy as well as supporting procedures to ensure consistent risk assessment
in the organization. This executive should also provide a center of excellence in risk
assessment. To maintain the risk register, the chief risk officer has to coordinate periodic
risk assessment and ensure that the findings are addressed with internal control
improvements. There should be a corporate risk report broken down by business line and
types of risks (e.g., IT, credit, market) submitted to senior management at least annually.
In a major North American bank, the chief risk officer is a vice-chair responsible for the
coordination of assessments of credit risks, IT risks and operation risk. She is also
responsible for insurance (to protect bank operation and liability) and internal audit.

MANAGEMENT CHECKLIST

1. Senior management should appoint an executive to coordinate risk assessment
throughout the organization.

2. Senior management should develop a risk assessment framework consisting of risk
factors, weighting criteria, weight scale, risk assessment scale (e.g., 1 to 10),
frequency of risk assessment and a prioritized list of critical systems.

3. Senior management should charge each executive with determining his or her
business critical systems.

4. Compile and prioritize the business critical systems for the entire organization.

5. Provide regular risk assessment training to managers.

6. Provide an annual or quarterly risk profile report to the board of directors.

7. Maintain a risk register in the organization which details the financial exposure of
each business critical system and each business area. A business area may use more
than one system and a system may support more than one business area. Financial

exposure in the risk register in turn is supported by quantitative assessment of
inherent risk and control risk.
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8. Perform annual benchmarking with the industry on the organization’s risk profile.

9. Ensure that the risk profile of the organization is appropriately disclosed in the annual
report to shareholders and relevant stakeholders.

10. Include a risk assessment section in the business proposal for every IT project.

CONCLUSION

Because of the uncertainty in audit trail completeness as well as the increased difficulty
in understanding and controlling electronic processes and access compared to less
automated processes, the overall risk impact of information technology is that it generally
increases inherent risk, control risk and detection risk. Organizations are increasingly
realizing the importance of structured risk management as evidenced by the growing
number of large organizations that have appointed chief risk officers. There is also a
positive and encouraging trend to include IT risk assessment in the job description of the
chief risk officer.

REVIEW QUESTIONS
1. How does automation affect segregation of duties?
2. What do you see are the responsibilities of a chief risk officer?
3. What are the risks of an ATM (banking) system?

4. Describe the risk of cloud computing.

CASE - Everbright Industries

Everbright Industries manufactures and sells solar panels. There are no retail sales.
Customers include retail stores and building contractors. The company employs over
1,000 workers in two shifts, and most employees work overtime when necessary.
Everbright has had major growth in its production and has recently acquired and
implemented the Axiom enterprise resource planning system to handle payroll, standard
product production costing, job order cost accounting, order processing, inventory
management, production planning, distribution operations, and financial accounting.
Gerard Chung, president of Everbright, has recently asked the shareholders’ auditors to
give him a report about the Company’s business and operations risks. As the accounting
firm manager taking on this assignment, you have learned the following in the first week.
Other executives include:

80



Information & Information Technology Assurance

- CFO: Jill D’ Anna

- Chief marketing officer — Chuck Slick

- Chief engineer — Rohan Nerd

- Vice-president of manufacturing — Gary Sturdy
- Director of warehouses — Bob Fail.

The two warehouses are in Markham and Mississauga, Ontario, Canada. The Company
Head Office is in Markham, where the warehouse is. There are two branches in Montreal
and Vancouver. In 2013, sales totalled $75 million; unaudited gross profit is $32.3
million and unaudited income before income taxes is $12 million.

1.

Orders are taken by the sales representatives who are always on the road. Two

of the sales reps are in Montreal and bilingual. In addition, the president and the vice-
president of marketing often take orders directly and assign them to the director of
warehouses to fill.

. The Axiom system is intranet enabled. The sales reps, the president, Jill and Chuck

have read and update access via transaction menus. Orders over $100,000 are
reported the next day to Gerard.

. The Company does not use standard costing. Orders under $100,000 are cost based

on the first-in-first-out method. Large orders use cost assigned by Jill.

. The Axiom system is operated out of Head Office. The server in each Branch office is

connected to Head Office via secure Internet (virtual private network with
encryption). The 3 desktop computers in the Mississauga warehouse are also
connected to Head Office via VPN. There are no IT staff outside of Head Office. The
IT department consists of the manager, 2 analysts, 2 programmers (whose jobs consist
of supporting the Axiom system and Web hosting), 2 system administrators. The IT
manager reports to Jill.

. There is a web server but no eBusiness. There are 2 parallel Axiom servers, 2 parallel

database servers and 1 network server for email and shared drives.

. All manufacturing is done in Markham.
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7.

10.

In some cases, rush orders and special orders have been filled partly using finished
goods from a company owned by Gerard’s brother-in-law, in China. This accounted
for 5% of sales last year.

. Gerard wants to launch eBusiness and he will use your risk report to help him

formulate the plan.

. The human resources (HR) department determines the wage rate of all employees. An

HR specialist starts the process by sending an authorization form for adding an
employee to Jennifer Desousa, the payroll coordinator. After Jennifer inputs

this information into the system, the computer automatically determines the overtime
and shift differential rates for the individual, and it updates the payroll master files.

Employees use access cards to record the hours worked. Every Monday
morning, Jennifer uploads the daily start and finish times for the previous week to
Axiom.

Required

Describe the general and IT related inherent risks. For the IT risks, suggest mitigating
practices.

RUNNING CASE - Blackberry

1. Develop arisk register for Blackberry to include 5 key strategic and 20 key operation

risks. Describe the risk mitigation practices.

2. What are the key business risks faced by Blackberry and how to you think the

Company is performing in addressing these risks?

3. If you were the CEO, what would you do to rescue or salvage Blackberry?
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MULTIPLE CHOICE QUESTIONS

1. Which of the following is most likely to cause privacy breach?
A. Enterprise resource planning system
B. Batch systems
C. Customer relationship management system
D. Managing and retaining data

2. Which risk is best mitigated by a database management system?
A. Occurrence
B. Privacy
C. Integrity
D. Authorization

3. Which is the right formula for residual risk?
A. Inherent risk x detection risk
B. Inherent risk x control risk
C. Control risk x detection risk
D. Control risk — audit risk

4. Which risk increases the most with virtualization?
A. Program errors
B. Data entry errors
C. Improper data access
D. Data redundancy

5. What will happen if two bits are altered during data communication, i.e., a 0
becoming a 1 and vice versa?

The transaction will be incorrectly recorded.

Confidentiality will be breached.

The network will be jammed.

The message will be intact because of the offsetting errors.

COw>
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6. “Passwords may be easily broken.” This is a(n):
A. inherent risk.
B. weakness.
C. control risk.
D. conclusion.

7. “With the current infrastructure, we stand to lose $2 million of business a year as a
result of system breakdown.” This is a(n):
A. exposure.
B. conclusion.
C. residual risk.
D. accepted risk.

8. A manager creates an Excel spreadsheet for his staff members to enter hours worked.
The spreadsheet is then imported to the payroll system. What is the greatest risk?
A. Staff getting paid for hours not worked.
B. Employees may see the numbers of hours worked by others.
C. Staff do not enter hours worked.
D. The spreadsheet is not signed by employees.
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CHAPTER THREE - IT GOVERNANCE AND GENERAL
CONTROLS

“He who controls the present controls the past. He who controls the past controls the
future.” - George Orwell, author and journalist.

We have talked about information technology (IT) risks in the last chapter. To mitigate
risks, organizations should put in place a system of internal controls. The system of
internal controls actually is not a stand-alone system, rather, it contains internal controls
that work their way into normal transaction processing, in order to be effective on an
ongoing basis.

The extent of internal controls to be designed and implemented depends on risk
assessments. Based on the result of assessments, internal controls should be implemented
to address the five components of a system: infrastructure, software, procedures, people
and information. Controls should be implemented to mitigate the risks of lack of
authorization, inaccuracy, incompleteness, untimeliness, fictitious information and
inefficient processing. Controls have to span the entire transaction cycle of input,
processing, output and information storage. We repeat here the risk matrix which should
be used to ensure controls address the transaction cycle and risks.

Completeness | Authorization | Accuracy | Timeliness | Occurrence

Input

Processing

Output

Storage

Internal controls to address the above can be manual or automated. Most manual controls
also involve system generated information. The Y axis of this control matrix is more
useful for developing internal controls that directly address a transaction cycle, i.e.,
application controls. Application controls are internal controls that apply to a specific
business system, e.g., an edit check of a student number. The transaction cycle is less
relevant to developing infrastructure controls, also called general controls. A general
control applies to multiple systems, e.g., a network password. The matrix, on the whole,
is useful for both general and application control development. We will discuss general
controls in this chapter and application controls in Chapter Six. Internal controls are
designed and implemented to provide reasonable assurance that risks are contained. This
means the cost of control design and execution must not be higher than the financial and
imputed cost of intangible risk should the risk materialize.

DEFINITIONS OF INTERNAL CONTROL
An internal control is an established instruction, tool or procedure to mitigate risk. A
procedure may be manual or automated. It is not simply a statement of what should be

done, nor does it simply state what the organization wants to achieve. An internal control
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is specific and should indicate the subject, object, action and when it is to be performed.
Although a control often carries the word “ensure”, that word is not enough. The
objective of a control is to ensure that certain risk is mitigated. A statement containing
only the “ensure” clause is a control objective, not the actual control. A control must be
action oriented, not just objective oriented. A key word in the above definition is
“established”. This means that the control must be sustainable, it is not an hoc action or
something a manager wants to do but other like managers are not required to do.
“Established” also means it is required, specific, consistent and enforceable. An internal
control deficiency is not simply an undesirable occurrence. Rather, it is a lack of control
or a failure in internal control compliance. For example, a system administrator forgetting
to lock the server room door is not a control deficiency, it is an incident. The deficiency
is what would allow this to recur regularly, e.g., no explicit instruction or system
enforcement of door locking. A recommendation to mitigate this is not simply to remind
people to lock doors or “lock the door next time”. A recommendation has to be a
sustainable, established control.

Strictly speaking, an internal control is not an essential activity to carry out a transaction.
However, a transaction without internal control is risky. For example, identifying a
customer in an ATM transaction is not an internal control even though “identification” is
commonly included by security specialists when designing the “identification,
authentication and authorization” model. The ATM has to identify the customer in order
to pull up the account information, so identification is an essential activity.
Authentication is a control because strictly speaking, a bank can choose not to use
authentication. Without authentication, identification is subject to higher risk.

Internal controls should not be a separate set of system functions or procedures. Instead,
to ensure that internal controls are carried out consistently with management ownership,
management should integrate internal controls in systems and operation procedures.
Some controls of a policy nature may be published and communicated on a standalone
basis, e.g., a code of business conduct. In addition to forming part of a system’s
computerized functions and operation procedures, internal controls should be compiled in
a separate document, e.g., an internal control manual. This separate compilation is
performed to help management to continuously assess risks and get their fingers around
what controls are in place in the organization. Internal control objectives should be
included in this compilation to help people understand the purpose of the controls.
Management can use the internal control manual to organize, coordinate and correlate
internal controls to provide sufficient redundancy to prevent risks from being ignored
while avoiding significant duplication of effort. Such correlation is called a plan of
internal controls. This plan should be documented and used as a basis for employee
training.

Risk always exists. For example, it could rain on any day. But a reasonable person would
not carry an umbrella every day. So when is an internal control necessary? It is important
to keep in mind that internal controls should be enough to provide reasonable assurance
that material risk does not remain. The key words are “reasonable” and “material”. For
example, I don’t have to give much thought to cost effectiveness or whether a favorite
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chocolate bar has passed the “best before” date by a week if it goes on sale for 25 cents
each. That’s materiality. “Reasonableness” means the cost of the control must not exceed
the amount of risk being mitigated. It also means that the control is not too onerous and is
user friendly. A control that is not user friendly, no matter how appealing it is on paper,
will run a high risk of non-compliance.

Employees should be trained on internal controls and understand the objectives. This will
help ensure compliance. Here is a story that shows the importance of training and
understanding objectives.

A computer equipment manufacturer prides itself on communicating its strategies so that
every employee is aware of the company goals. An auditor decided to test this claim. She
asked a summer student sweeping the factory loading dock how his job related to
company goals. The summer student replied as follows.

“My company’s goal is to reduce the cost of its products. A major cost is inventory. We
recently shifted to just-in-time production to reduce inventory stocking cost. This means
our suppliers deliver products to us every two hours. If I don’t clean the loading dock
before the next load arrives, we are unable to accept delivery. This would set back the
production schedule in the plant and increase the cost of production. We would also have
the added cost of returning the material to the supplier.”

This young man is now the company'’s chief financial officer.

It is the responsibility of the system owner to design and implement internal controls.
S/he of course will have to rely on technical staff. For internal controls that apply to the
infrastructure instead of a specific transaction processing system, the executive
responsible for the infrastructure is responsible for designing and implementing internal
controls, i.e., the CIO. The executive responsible for internal controls is also responsible
for communicating internal controls to people and monitoring for compliance.

Compliance monitoring can take the following measures:
e Surveying employees.
e Meeting with unit managers.
e Transaction walkthrough, taking one or two transactions to test system and
manual controls.
e Monitoring control, i.e., controls over controls e.g., management review of logs.

Compliance monitoring must be structured and disciplined. The chief risk officer should

set up a process for compliance monitoring by system owners. This should be a
requirement stated in the risk management policy.
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COBIT Definition of Internal Control

Information Systems Audit and Control Association has developed Control Objectives
for Information and Related Technology (COBIT). COBIT's definition of internal control
Is:

"The policies, procedures, practices and organizational structures designed to provide
reasonable assurance that business objectives will be achieved and that undesired events
will be prevented or detected and corrected."

According to COBIT, IT processes fall into four domains: planning and organization,
acquisition and implementation, delivery and support, and monitoring. These domains
consist of 32 processes facilitated by the following 5 classes of IT resources: data,
application systems, technology, facilities and people. COBIT identifies 271 control
objectives.

REGULATORY REQUIREMENTS ON INTERNAL CONTROLS

Organizations should be aware of the relevant legislation, regulation, and business
practices in the countries in which they do business — in order to assess the organizational
impacts and requirements. The United States Sarbanes-Oxley Act of 2002 (SOX) requires
public companies to report on internal controls annually along with their financial
statements to Securities Exchange Commission. Canada’s Investor Confidence Rules
contain a similar provision. Regulators of the financial services and energy industries also
have smaller scale requirements for internal control reporting.

Sarbanes-Oxley Act

The Sarbanes-Oxley (SOX) Act was intended to reform public accounting practices and
other corporate governance processes and shore up the capital markets in the wake of the
Enron, WorldCom, and other corporate governance scandals. Although SOX does not
specifically address the issue of IT controls, this does not mean IT can be ignored when
performing the compliance reviews required by the Act. The Act is neutral with regard to
technology, but the implication is clear that IT controls are critical to the organization’s
overall system of internal controls. IT controls address the secure, stable, and reliable
performance of hardware, software, and personnel to ensure reliability of financial
applications, processes, and reporting, they are significant elements of internal controls in
any public company.

Some key IT control areas have been interpreted as not included in SOX compliance.
These include disaster recovery planning, privacy policy as well as business continuity
and business planning systems. The following is a brief description of the relevant
sections of SOX related to auditors and IT Controls.

88



Information & Information Technology Assurance

Sections 103 and 802

These sections establish rules for public accounting firms related to the audit of financial
statements. They also require that the auditors test the internal control structures and
attest to the strength of those structures. This must include a thorough examination of the
IT controls that are fundamental to the system of internal control over financial reporting.

One specific requirement relates to the retention of records “that in reasonable detail
accurately and fairly reflect the transactions and dispositions of the assets...” Again, this
is strongly influenced by the way in which IT records are maintained and retained.

Sections 302 and 404

Section 302 of the act requires the chief executive officer (CEO) and the chief financial
officer (CFO) to evaluate the system of internal controls and report their conclusions and
any changes in controls.

They must disclose:

o “all significant deficiencies in the design or operation of internal controls which could
adversely affect the issuer's ability to record, process, summarize, and report financial
data and have identified for the issuer's auditors any material weaknesses in internal
controls™;

e “any fraud, whether or not material, that involves management or other employees
who have a significant role in the issuer's internal controls”.

Section 404 requires that the CEO and CFO must produce an annual audit report that:
e assesses the effectiveness of the internal control structure over financial reporting,
o discloses all known internal control weaknesses, and

e discloses all known frauds.

This will cover all applicable IT controls including software change controls and
application controls.

Investor Confidence Rules

Canadian Securities Administrators (CSA) has adopted the Investor Confidence Rules
that require the CEO of a public company to certify internal controls to its provincial
securities commission every year. The provisions are similar to those in SOX. CSA is an
umbrella organization of Canada’s provincial and territorial securities regulators whose
objective is to improve, coordinate and harmonize regulation of the Canadian capital
markets.

INTERNAL CONTROL CLASSIFICATIONS

There are two ways to classify internal controls. One is to classify them by function. The
other way is to classify them by scope. By function, a control can be preventive, detective
or corrective. By scope, a control can be general or application specific.
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It is quite obvious that preventive controls are more effective than detective or corrective
controls. However, there is a limit to which an organization can implement preventive
controls before making the environment inflexible and difficult to operate. Further,
preventive controls can break down because of system malfunction or human
circumvention. Detective controls, which are less intrusive, are needed. When a problem
is detected, corrective measures will have to be taken. Management should implement
preventive controls to a point where the cost of additional preventive controls would
outweigh the benefit. The remaining risk will still very likely be significant. To mitigate
the remaining risk, management should implement detective and corrective controls.

In addition to preventing, detecting and correcting mistakes, controls are also needed to
monitor other controls, i.e., to check if other controls are being complied with. For
example, a system control to report on delinquent management approval of electronic
timesheets is a control over control and it mitigates control risk instead of inherent risk.
Another example is management review of bank reconciliations.

Controls can vary in scope. A control that applies to the entire organization is generally
desired because it ensures standardization. However, such a control can make operation
inflexible and ineffective where business units are exposed to different degrees of risks
and a variety of systems are used. Thus, controls specific to environments and
applications are also needed. Organizations should adopt a combination of general
controls that apply to multiple systems and application controls that apply to specific
systems. Both general controls and application controls can fulfill the functions of
prevention, detection and correction. General controls should be designed and
implemented first. Application controls should then be designed and implemented for
each system.

In Chapter One, we discussed the five components of a system as procedures,
infrastructure, software, people and information. Internal controls are needed to address
all of these components. Internal controls can take the form of procedures, infrastructure,
software and people. Procedures include policies, standards and operation procedures.

Internal controls, whether general or application, start at the policy level. Procedures are
instructions for users to interface with a system and interpret system information.
Procedures are based on policies, which contain mandatory statements about governance,
expected behavior and adopted principles. Policies are less fluid than procedures as the
latter are used to guide day to day operation. Procedures are written to comply with
policies. Because procedures are for people to use, they do not apply to automated
functions. How do automated functions comply with policies? Such compliance is
achieved in two ways. First, policy requirements should be included in systems
development user requirements and design specifications that we will discuss in the next
chapter. The extent of such compliance, however, is often questionable. For example,
how long should a password be? To address this, standards can be created. Standards sit
between policies and procedures. They also sit between policies and system
specifications. Standards are changed more frequently than policies and less frequently
than procedures.
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GENERAL CONTROLS

General controls can be classified as follows:
e Organization controls

e Software change controls

e Access controls

e Systems development controls

e Disaster prevention and recovery controls
e Technology infrastructure controls

e |IT performance measurement controls

e Intellectual property controls

ORGANIZATION CONTROLS

We trained hard...but every time we formed teams we would be reorganized. I was to
learn that we meet any new situation by reorganizing. And a wonderful method it can be
for creating the illusion of progress while producing confusion, inefficiency and
demoralization.

Petronius Arbiter, Roman writer and satirist, 210 B. C.

Here is an old joke about management:

A new executive reports for work and is shown to his office. On his desk is a letter from
his predecessor and three sealed envelopes numbered 1 to 3, labelled “for future
reference, not urgent”. The letter congratulates him on his new position, the former
executive regretting he was unable to stick around and help with the transition. The new
executive tosses the 3 envelopes in a drawer.

Months go by and the executive is faced with a problem that seems unsolvable. He
recalls the three envelopes. Frustrated and desperate about the problem, he opens the
first envelope. He finds a note that says “blame everything on me.” The executive calls
in his direct reports and declares that all the problems they are facing are due to his
predecessor and that the division will now turn in a new direction.

A few months later, the next big problem emerges. The executive finally brings himself to
open the second envelope. The message inside reads “reorganize everything.” He then
calls a meeting and declares that the current situation is the result of poor organization
and that the entire division must be restructured. It is a very busy time and everyone is
occupied with the rigor of reorganization for months and months.

Shortly after, the next problem presents itself to the executive. He then opens the third
envelope. The message says “fill out three new envelopes”.

Sometimes, the problems faced by executives must be addressed head-on, without
looking to place the blame or just reorganization. The following organizational control
practices should help a CIO to avoid the above situations.
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The objective of organization controls is to ensure that operations involving | & IT follow
best practices that are consistent throughout the organization and compatible with
customer and stakeholder expectations. Controls in this category include:

e An| & IT strategy that is congruent with the business strategy.

e A governance structure including a process to keep the board of directors informed of
IT direction and major IT projects .

e An IT steering committee that oversees IT investments and provides IT direction.

e An audit committee made up of independent directors that provides oversight on
internal audit coverage, external auditor selection as well as management actions to
remedy control weaknesses and transaction irregularities. These functions include:

- Approving the annual internal audit plan.

- Approving the annual appointment of the financial statement auditors.

- Reviewing periodic reports on internal audit findings and holding management to
correcting the deficiencies and mistakes.

- Reviewing the annual shareholders’ auditors report.

- Reviewing the annual shareholders’ auditors’ management letter on internal
control recommendations.

e Policies and procedures that address:

- The responsibilities for IT investment, deployment, monitoring and controls.

- The approval levels for IT investments.

- IT risk assessment and acceptance, we discussed this in the last chapter.

- Systems development, we will discuss this in the next chapter.

- Procurement of IT products and services.

- Hiring, including requirements for job posting, interviews, tests, reference checks
and criminal record checks (for sensitive positions).

- Staff development, including mandatory training plans, analysis and reporting of
training achieved in relation to job descriptions. Organizations should also
encourage and financially support professional memberships that are relevant to
employees’ responsibilities and help employees keep up with professional
development.

- Privacy, we will discuss this in Chapter Five.

- Security, we will discuss this in Chapter Eight and Chapter Nine.

- Technology infrastructures.

- Capacity planning.

e Organization charts and job description to cover every IT employee.

e A defined reporting relationship between the chief information officer (CIO) and a
senior executive, who should be the chief executive officer or the chief operating
officer (COQ). If the CIO reports to other executives, the arrangement can make the
CIO’s role less effective as it sends the message that the organization does not view
IT as top corporate priority. For example, if the ClO reports to the chief financial
officer, the IT department may receive undue influence in devoting its resources to
support financial systems. A similar problem would occur if the CIO reports to a line
executive. Organizations that have CIOs reporting to lower levels than the COO will
find it hard to attract top calibre people to fill that role.

e A designated executive accountable for information security.
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Segregation of duties between the IT department and business areas to support a
process for independent approval and review of IT expenditure, facilitate the
detection of errors, and prevent frauds and improper practices.

Segregation of duties within the IT department to provide for independent approval
and review, facilitate detection of errors and prevent frauds and improper practices.
This may be less practical in small organizations, where heavier reliance will have to
be placed on application controls to compensate.

Procedures for hiring consultants to ensure value for money, proper approval and
knowledge transfer to staff.

Staff development procedures and a performance review process to ensure the
organization continues to have high quality of IT staff.

IT budget review procedures.

Procedures for accounting and cross-charging IT expenditures. This deters
unnecessary use of IT and holds managers accountable for effective IT deployment.
The cross-charge rates must be competitive. It would be discomforting and counter-
productive if the cross-charge rates are higher than market rates.

Systems and procedures for IT asset and information inventory control.

A skills database indicating who have the skills for each position in the organization.
There should be enough redundancy built in.

| & IT Strategy

The board of directors should challenge management to develop an | & IT strategy that is
congruent with the business strategy. The | & IT strategy should describe the direction of
the IT environment in the organization over the time frame of the business strategy. The
following information should be included:

A description of the organization’s dependence on IT to sustain and grow its business
and operation. This will also entail how competitors are using IT. The criticality of IT
in each business line should be assessed.

The approach to managing the investment in and operation of IT. Will there be
significant dependence on software and hardware vendors and how will this affect the
organization’s competitiveness?

The organization structure for managing the IT investments and information systems.
The staffing plan for managing and operating information systems. This should
include projected attrition and a strategy for succession planning and staff
development to ensure that the organization has competent human resources to
develop, maintain and operate information systems.

The cost and justification for annual IT investments including the maintenance of
current IT assets and operations.
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e IT infrastructure development plan.

e Systems development plan. We will talk more about this in the next chapter.

e eBusiness plan. No organization is immune to the Internet’s influence. Most of them
cannot compete without offering electronic business services. This global network
enables big companies to act small and small companies to act big. For example,
multi-nationals can use the Internet to reach individual customers anywhere in the
world and use electronic business activities to study the pattern and preferences of
retail customers in order to give them tailored attention. Small companies can
similarly use the Internet to reach large corporate clients and do business with them.

IT Governance

IT governance is part of corporate governance. While it is clear that the board of
directors, the CEO and the COO are directly accountable for corporate governance, it is
less obvious as to who are accountable for IT governance. Should it be the CEO or the
CIO? IT governance is about making sure that IT is used effectively to support the
organization. The same parties accountable for corporate governance are also accountable
for IT governance. In addition, the CIO is accountable.

AICPA defines IT governance as follows.

IT governance is a framework that ensures that technology decisions are made in
support of the business' goals and objectives. IT governance is the responsibility of the
board of directors and executive management. It is derived from corporate governance
and is concerned primarily with the connection between business focus and IT
management of an organization. The primary goal for IT governance is to assure that the
investments in IT generate business value and the mitigation of risks associated with IT.

A steady influx of business regulations is forcing companies to find new strategies that
minimize the burdens and maximize the benefits of addressing regulatory compliance.
Companies can obtain a range of benefits from regulatory compliance, including more
accurate financial reporting, improved visibility of risk, and better IT governance. IT
governance is part of corporate governance and it provides the organizational structures
to enable the creation of business value within information technology (IT). Part of this
process is obtaining assurance that IT investments are only made in beneficial projects
and that there are adequate IT control mechanisms. By aligning IT planning with
organizational goals, IT becomes a key player in evaluating the business issues that
factor into enterprise-wide decision making. Standardized frameworks for IT governance
and accounting controls are among the tools available to companies that can be used to
link Sarbanes-Oxley documentation activities with corporate IT management
procedures. This resource area will provide you with the information and tools to meet
the numerous challenges of IT governance and regulation.

Source:
http://www.aicpa.org/INTERESTAREAS/INFORMATIONTECHNOLOGY/RESOURCES/
ITGOVERNANCE/Pages/default.aspx, accessed on February 19, 2014.
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IT governance includes mainly a framework to ensure that the right technology is used
and technology is used right. This framework is made up of organization charts, staff,
policies, standards, corporate procedures (as opposed to local procedures), training and
monitoring systems. IT governance is of an assurance and monitoring nature, to assure
the board of directors that the organization’s IT adequately supports the organization’s
business. It is not the same as the IT infrastructure, which is needed for day to day
operations. In other words, if IT governance breaks for a day, business will still be as
usual. But if it is absent for a month or a few months, the organization’s competitiveness
and survival will be in increasing doubt.

The CIO needs support from other executives in carrying out IT governance. Such
support should be lent on a frequent basis formally and informally. An effective and
common formal support mechanism is an IT steering committee. This should consist of
the C-suite of executives and the heads of major business lines. For example, the IT
steering committee of a major Canadian bank consists of the CEO, COO, CIO, CFO,
chief administrative officer, the treasurer as well as the heads of personal banking and
commercial banking, corporate and government banking, and international banking. The
mandate of this committee is to set the IT strategy, approve major IT projects, monitor
major IT projects, make major IT risk decisions and provide ongoing senior level
guidance in IT risk management.

Responsibility of the Board of Directors

The board is expected by shareholders to set business direction for the organization and
monitor operation to ensure that it is in line with the stated direction. Monitoring is
performed by means of reviewing information provided by management. Most
organizations have board committees to focus on specific areas of corporate significance.
Some committees are required by regulations, e.g., the audit committee is usually a
requirement of the securities regulator, the industry regulator or legislation for
incorporation. Typical committees are audit, compensation, corporate governance as well
as health and safety. Why isn’t there an IT committee?

The board looks at IT as a means of doing business, e.g., to make business more efficient.
Some boards of large companies that have corporate governance committees use them to
address IT governance. Some IT companies indeed have technology committees, and this
is a favorable trend for all public companies, to show more transparency to shareholders
that the companies will continuously review the use of IT to be more competitive. The IT
steering committee made up of senior executives should make sure the board is informed
of major IT risks, the IT strategy and progress in delivering the strategy.
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Segregation of Duties

Employees that can perform a variety of duties are valuable to the organization.
However, in reality, there are few, or no supermen and superwomen. Thus, after a certain
point, the more different tasks an employee performs, the less good s/he is on any of
them. It is important to limit the types of work an employee performs. Such limitation
serves the purpose of building expertise and efficiency, as well as preventing mistakes
and fraud. It is also important to cross train employees and expand their horizon.
Segregation of duties does not work against that. Employees can be cross trained under
supervision to build their knowledge in other areas but they don’t have to be given the
access to information or charged with the expectation to do work in multiple areas
regularly. Segregation of duties supports the control criteria of accuracy, authorization,
occurrence and efficiency.

The purpose of segregating duties is to provide opportunities for errors to be detected and

to reduce the opportunity for irregular practices or fraud. Incompatible duties should be

separated. Two functions are incompatible if they satisfy the following criteria:

e Having one person performing both functions will unduly and significantly increase
the risk of fraud or undetected errors.

e Assigning the functions to at least two persons will not significantly impair operation
effectiveness or efficiency.

Segregation of duties is therefore based on risk assessment. Where it is impractical to

segregate duties because of staff constraint, an organization can mitigate the resultant risk
with more rigorous exception reporting and management review.

Segregating IT from Other Functions

The IT department should be separated from business units and other corporate functions.
Simply stated, the CIO should have no other responsibilities and IT people should report
to the CIO but not to the business units or other corporate functions. The purpose of this
segregation is threefold.

First, this allows IT people to focus on IT, which is a specialized area that calls for
frequent knowledge upgrade. Letting IT people work on non-IT areas or projects would
distract their focus. Similarly, business units and other corporate areas need to develop
their own expertise that is not directly related to IT. They view information technology as
a set of tools and this is the right attitude. If IT people were to run the business or
accounting, there is a danger of letting the tools drive the business instead of the right
approach of letting business requirements determine the tools.

Secondly, IT should be separated from the business and other corporate functions in order

to establish proper accountability. If IT performs other functions, it would be easier for
the users of those other functions to “blame it on the system” when something goes
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wrong. Business units and corporate executives should take ownership of their functions
and results. They should determine how much information technology to use and how
many internal controls to implement, instead of letting IT decide.

Thirdly, organizations should distribute functions to avoid one party having extensive
control over transaction processing. The information technology department has full
control over information and significant damage can result from mistakes or rouge
behavior. Organizations should not add to this risk by giving IT people the responsibility
for initiating accounting entries or business transactions. By separating this from IT, there
is more assurance that system information is adequately supported by legitimate business
transactions and accounting decisions.

Segregation of Information Technology Functions

For the same reasons as above, IT functions should be segregated to the extent practical.
Obviously, segregation of duties has to stop somewhere, otherwise the organization will
become extremely bureaucratic and people will spend more time communicating and
seeking approval than actually doing the work. Research as well as industry experience in
IT effectiveness and reliability indicate that systems development and technology
infrastructures should be separated. In addition to helping people focus, this separation
would mitigate the risks of:

e systems developers implementing software without approval,

¢ systems developers changing business information and

¢ technology infrastructures people developing systems without approval.

In other words, separating systems development from technology infrastructure prevents
improper changes to systems and information. Within systems development, the
following functions should be further separated to facilitate expertise development and
prevent improper activities:

Systems analysis (business interfaces)

Systems architecture development

Systems design

Programming

Testing

e Quality assurance

¢ Project management office

These functions are described in more detail in the next chapter.

Similarly, the technology infrastructure function can be further separated as follows:
Server administration

Network administration

Desktop administration

Database administration

Disaster recovery planning and maintenance
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e Capacity planning
e IT research
e Information security

The first three functions above are performed by system administrators. This position
requires full access to the assigned servers or desktops so hiring must be subject to close
scrutiny and background check. A system administrator installs and configures the
operating system, installs applications based on management authorization, creates,
modify and delete user accounts based on management authorization, installs system
software like anti-virus, monitors and troubleshoots server performance. To give you a
perspective of the significance of this function, you should know that Edward Snowden
was a system administrator in United States National Security Agency. A system
administrator must not perform any other IT functions because this job’s system access is
already powerful enough to lead to the materialization of significant risks, so
management should not widen the potential for errors or fraud. Management should
implement operating system log analysis software that generates reports for managers’
review based on instructions and such review should be tracked by the reporting software
to make sure it is done.

Database administration is in charge of configuring and maintaining the database
management system. This function must be independent of server and desktop
administration for segregation of duties. A database administrator (DBA) has similar
functions to a system administrator but the object of control and monitoring is the
database management system. A DBA also maintains the data dictionary (described in
chapter 4 and chapter 6), creates, change and delete access profiles for applications and
users based on management authorization. Most users access database tables via
applications. However, in certain cases like special projects, a user may be granted a
database management system user ID to access database tables directly for data analysis
using data mining tools, Excel or Microsoft Access. Database logs should be subject to
reporting and management review like server logs.

In large organizations, the following functions should be moved out of the systems
development and technology infrastructures areas to provide better focus and reduce the
exposure to undue or biased influence from systems development and technology
infrastructures. These functions should report directly to the CIO.

e Information security

e IT research

e Quality assurance

e Project management office

If information security reports to the executive in charge of technology infrastructures, it
may not receive adequate emphasis. When there is a crunch or financial pressure,
technology infrastructures may sacrifice security in favor of efficiency; and that can
present an unacceptable risk to the organization. By aligning the information security
function to report to the CIO, there is more assurance that information security will
receive adequate emphasis in the organization.

98



Information & Information Technology Assurance

Organizations need to keep up its competitiveness by using the right technology. Focused
effort and a high degree of expertise are needed. An increasing number of organizations
have established the position of chief technology officer reporting to the CIO to focus the
effort of IT research and assessment.

The purpose of quality assurance is to ensure systems reliability by developing policies
and standards, training IT people and performing independent testing before
implementation. This is not to be confused with the assurance responsibilities of line
executives and internal audit. Line executives should carry out periodic risk assessment
of their own systems currently used in transaction processing. Internal audit tests and
assesses systems periodically to provide independent control assurance. The main reason
for the quality assurance function is to ensure that new systems are developed and
implemented properly. In addition, this unit should be responsible for developing IT
policies and procedures. Because of the somewhat independent nature of this function,
i.e., independent of system design and programming, it should report directly to the CIO.

The role of the project management office is to monitor IT projects to ensure timely and
proper completion. Proper completion includes completion on target and budget. Because
of the monitoring role of this function, it should report to the CIO.

In a large Canadian bank, the executive vice-president and CIO has the following direct
reports:

e Senior vice-president of systems development

Senior vice-president of technology infrastructures

Vice-president and chief information security officer

Vice-president and chief technology officer

Director of quality assurance

Director of project management office

The chief technology officer (CTO) title is increasingly common in large organizations.
This person is often viewed as the “technical CIO”. S/he is actually the technical advisor
to the CIO. This job serves to ensure that the organization uses the right IT, i.e., using
modern IT to support the business effectively. Effective use also includes consistency and
scalability across the organization. The CTO has a staff of technical IT specialists who
perform research and beta testing.

Segregation of duties should be implemented using organization charts, job descriptions,
procedures and access control.

Code of Business Conduct

Every organization should have a code of business conduct that instructs employees
about what is acceptable and what is not acceptable in their dealings with customers,

colleagues and other external parties. The code should also tell employees what is not
acceptable in using organization resources such as email. We will discuss the relevance to
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IT resources in more detail in Chapter Eight and Chapter Eleven. Employees should be
asked to acknowledge this code upon acceptance of a job offer and should be reminded
periodically by means of email or a pop-up screen upon network logon.

Management of Consultants

IT consultants are commonly used to fill the gap between business requirements for IT
support and available staff resources or expertise. Consultants are more fluid and
expensive and therefore should be subject to rigorous justification to hire and close
monitoring. They may not be as familiar with the organization’s rules of dos and don’ts
so may need more guidance than employees. Usually, an advantage they have over
employees is their IT expertise. The following is a checklist that should be followed in
hiring and managing consultants.

1.Follow the organization’s procurement policy with respect to sending out requests for
proposals. Establish a list of requirements and factors for assessing proposals to
include technical requirements, reference checks, criminal record checks, desirable
skills, knowledge and prices etc.

2. Inform the chosen and declined vendors in writing.

3.Obtain management signoff for the chosen vendor before the contract is signed.

4.Use the organization’s standard contract which has been approved by the legal
department. Add information about the assignment.

5.Require proof of malpractice and liability insurance.

6.Include a statement of work that details the deliverables in the contract.

7.Require the consulting company to sign the following agreements:

- confidentiality agreement to keep the client’s non-public information
confidential during or after the engagement, unless otherwise directed by the
client;

- assignment of copyright, giving the client copyright to all material developed by
the consulting company or the assigned consultants during the engagement;

- waiver of moral rights, therefore giving the client the right to use the developed
work in any way it sees fit without breaking the law and to alter the work;

- an agreement that discloses all inventions during the term of the contract within
the scope of the statement of work and that grants the ownership of invention to
the client at no additional cost other than the consulting fee covered in the
contract.

8. Approve invoices based on examination of deliverables rather than just time sheets.
9. Meet with the consultant frequently to monitor progress.
10.Document a performance appraisal at the end of the contract. If the contract goes
beyond six months, an interim performance appraisal should be documented.
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SOFTWARE CHANGE CONTROL

Changes are always risky. Even obviously favorable changes are risky. A salary increase
may be calculated incorrectly thereby short changing employees or causing unnecessary
payroll expense. If you win a lottery jackpot, you will be riskier in the short term. You
will be at a higher risk of being robbed and your driving may be less focused while your
mind wanders to world wide travel. Change management is the process of mitigating the
risk of changes.

Software changes are made from time to time, even for new systems. This is because no
matter how much a system has been tested before implementation, there will be bugs
discovered during operation, and the bugs require correction. Another reason is that
business requirements change from time to time. Software changes need to be managed
with approval, documentation, cost justification, testing and conversion. There also have
to be controls to prevent unauthorized changes.

Internal controls are needed to ensure that software changes are implemented:
¢ only based on written management requests,

e completely,

e accurately,

e with authorization,

e 0n a timely basis, and

e efficiently.

Software change controls should include the following:
e Software change control policy and procedures
e Testing procedures

e Software library controls
e Software change tracking
e Code (program) comparison

Software Change Management Policy and Procedures

Almost all internal controls start with policies and procedures. Management states the
control objectives and accountabilities in policies. Procedures tell people what controls to
carry out, how and who should carry them out.

Every organization should have a software change policy. This policy will define who are
authorized to request and approve changes. It will also set thresholds for approval in
terms of the amount of human, software and hardware resources required to design and
implement the change. In other words, every change request should be accompanied with
a business case, no matter how simple the change is. A change request should state the
benefit, quantifiable where practical, of the change. Requests should be generated by user
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area management and approved based on a schedule of signing authorities depending on
the magnitude of the change in terms of resources required. The change management
policy and procedures should address the following:

e Definition of what constitutes a software change. Basically, this means any change to a
computer program.

e Criteria for estimating the magnitude of the change, e.g., in terms of person days and
human resources cost required to complete the change. Also, software and hardware
resources should be estimated.

e A change request form that states the identity and rank of the requester, the identity and
rank of the approver and the project manager for the change. No matter how small a
change is, it should be assigned to a project manager who will likely manage a number
of small projects concurrently. The project manager can be assigned by the requester,
the approver or the CIO department. The required delivery date should also be
specified. In organizations that cross charge IT cost, the cost center of the requester
should be stated. Every change request should be a project or part of a
project to enable tracking and ensure compliance with the software change policy and
procedures.

e Criteria for justifying a change request based on cost and benefit.

e Criteria for ranking and approving change requests.

e Types of testing required and the responsibilities. Many large organizations use a
change control board made up of IT management and a cross-section of managers from
the organization. This board is similar in composition to the IT steering committee but
at a lower level. Its mandate is to review and approve changes. There should be criteria
for referring change requests to this board and criteria for the board to use to approve.
The criteria should include the cost and benefit of the change, impact on current
systems and the risk of the change. Risk assessment of a change request should be
made in accordance with the organization’s risk assessment and acceptance policy that
we discussed in the last chapter.

 Naming conventions for programs, e.g., if this is 101% program in the system, how is it
numbered and named?

e Stages of approval and approvers.

e List of approvers.

e Criteria for and extent of system testing.

e Separation of development, testing and production (operation) libraries. A library is a
collection, like a folder, of programs.

e Tracking of source and object code (programs).

e Tracking of change requests.

e Forms and related documentation for closing a change request.

Software Library Controls

A software library is a collection of computer programs for a system. It is like a folder of
files, except that the files are computer programs. It is not the same as the system itself,
which consists of an integrated set of computer programs that have been compiled and
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linked and is fully operational. The purpose of a library is to keep track of the versions of
computer programs during development and in operation. A library consists of the source
code and object code to keep track of completeness and facilitate changes.

Access to system libraries should be restricted. Large organizations should use automated
tools to track and control program movement during development, testing and
implementation. Such a tool is commonly called a software change management system.

Source Code, Object Code and Executable Code

The word “code” is commonly used to collectively refer to computer programs. A
program in the form of the chosen programming language is called source code. Source
code is understandable to programmers but not the operating system. For computer
programs to be operable, they must be translated to computer languages (machine
languages). A program translated to a computer language is called object code. This
translation process is called compilation. Compilation is an automated process. Once a
programmer highlights the source programs and clicks “compile”, the programs will be
compiled object code. Before translating source code to object code, a compiler checks
the syntax (grammar) of the source code programs. Each programming language has its
own syntax requirements.

A source code instruction (a line of code) is often compiled to several lines in object
code. This is because a programmer does not have to worry about how hardware resource
like real memory is allocated and how to keep track of real time calculation and
intermediary results in RAM and the central processing unit (CPU). Object code also
includes the standard CPU hardware instructions carried out to satisfy a source code
instruction, e.g., how to compare data, how to divide two numbers. At the end of
compilation, the lines of object code are usually linked to an executable code file, like a
.exe file.

What is a computer language? It is the collection of terms including nouns and verbs that
are understandable to the computer’s operating system. The operating system (e.g.,
Windows) in turn interacts with the central processing unit (CPU, the computer’s brain)
and peripheral devices like input, storage, output and memory. In the 1940’s and 1950’s,
computer programs were often written in computer (machine) languages. Programmers
had to understand the operation of the CPU and peripheral in order to program and a
program could take days to write. As computers became more powerful and programs
grew in functionality and length, it became inefficient for programmers to write programs
in computer languages. Programming languages of a more narrative nature like PL/1,
BASIC and Common Business Oriented Language (COBOL) were invented to make
programming more user oriented and efficient. However, even today, software that
interacts directly with the CPU like an operating system and electronic circuit control
functions still has to be written in computer (machine) languages. Many legacy systems
in current use were developed using COBOL and PL/1 (especially in financial
institutions). BASIC is a simpler language for small systems. It uses an interpreter instead
of a compiler. An interpreter is a just-in-time compiler. Instead of producing objective
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code and linking to executive code, an interpreter interprets source code instructions
when the program is run on the operating system, at which time object code is produced.
This makes system development more expedient but increases the transaction processing
time so it is suitable for small systems, also suitable for systems that change more
frequently like web based systems.

Common modern programming languages include PHP, C, Java and Javascript. PHP is
an open-source, interpretive, server-side, cross-platform, HTML scripting language,
especially well-suited for Web development as it can be embedded into HTML pages.
Open source means it is free for download. HTML (hyper text markup language) is the
original web page standard for presenting static data via a URL link. C is a general-
purpose programming language that is also the basis for its faster scripting children, C++
and C#. Java is used is the back end (server side) of many popular web sites including
Facebook, Google and Twitter. Javacsript is even more popular and is the predominant
language for front end processing in many popular web sites. Javascript is a distant
cousin of Java in that both are object oriented programming languages with similar
structure. But Java contains a much larger set of instructions. Java programs require a
compiler whereas Javascript is mainly an interpreter programming language. Javascript is
lighter and faster so it is predominantly used in front end processing where devices have
lower computing power than servers.

Object oriented programming means writing programs for common functions in modules
instead of writing programs in accordance with the chronological processing steps of a
system. The common functions are grouped by classes, e.g., calculation vs comparing
values. This allows programs to be more portable for updates and transfer between
systems.

A program written to run on a Mac computer can quite easily be modified to run in
Windows by recompiling it using a Windows compiler for that programming language.
However, a program in object code for a Mac computer cannot be run on a personal
computer because of the different architectures of these computers.

Most programming languages allow programmers to write comments or explanatory

notes about program instructions to make a program easy to follow by programmers.
Such comments or notes are ignored by the compiler or interpreter.

Programmers’ Personal Library (program writing and programmer’s own testing)

When a programmer is assigned a change request, s/he needs the current version of the
programs to be changed or interfaced. S/he can go fetch the programs directly or obtain
them through a change control coordinator. The change control coordinator is part of the
quality assurance department described earlier in this chapter. In a large organization,
there may be several change control coordinators who are assigned responsibilities for
different business areas. The latter is a more desirable approach as it ensures proper
segregation of duties. The programmer then makes the changes and writes new programs.
While s/he is doing that, no one should have access to the “work-in-progress”. Such
work-in-progress should be in the programmer’s own library. In this library, the
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programmer will also conduct testing. When a programmer is satisfied that the programs
work, s/he will ask the programming manager to review and approve. It is impractical for
the programming manager to review all the programs. In practice, the manager will
peruse the programming documentation (narrative description in the form of comments
instead of the actual program steps) and review selected and critical code. To supplement
his or her limited review, the programming manager usually asks other programmers to
review the code and conduct peer testing. Each programmer should have full access to his
or her own library and read access to a common development library.

Development Library (peer testing or string testing)

When the programs undergo peer review and testing, they should be located in the
development library. Every programmer in the group can have read access to this library
but only the change control coordinator should have write access. When programs are
ready for peer review and testing, the programming manager will inform the change
control coordinator who will then take the programs from the programmers’ personal
libraries and put them in the development library. The actual fetch and deposit of
programs will likely be via the software change management system. The peer testing
should use more data and be more rigorous. It is also called string testing because a string
of programs is tested together including their interfaces.

Only the change control coordinator should have the access right to move programs into
the development library. No one else should have update access to the programs. What
happens if the peer testing identifies program flaws? The programming manager will be
notified and the programs will be returned to the authors or reassigned to other
programmers to fix. In either case, the programs will be transferred to a programmer’s
personal library via the software change management system.

System Integration Test Library (system integration testing)

Once the programs have passed peer testing, they should be subjected to more rigorous
testing in an integrated manner. This means testing the programs along with the rest of
the system or major module and including even the programs that have not been changed.
This is called system integration testing (SIT). It is the change control coordinator’s job
to move the programs from the development library and the related but unchanged
programs from the production library to the test library. In large organizations, there may
be different coordinators that control different libraries, e.g., one coordinator controlling
the development library and another coordinator controlling the test library. We will
discuss production library a little later. Integration testing is more rigorous than peer
programmer testing because it includes interfaces with the entire system or module. A
module is a major section of a system consisting of a lot of functions. Whether the entire
system has to be tested or only certain modules are tested depends on the extent of
programs being changed. The criteria should be stated in the change control procedures.
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Only the change control coordinator should have the access right to move programs into
the test library. No one else should have update access to the programs. There should be
backup change control coordinators.

Who should perform integration testing? These testers should not be programmers in
order to maintain objectivity. They should be dedicated testers. Their background does
not have to be in IT. In fact, some large organizations have hired liberal arts graduates or
transferred business unit employees to be testers. A tester has to be meticulous and good
in documentation. The former CEO of a major North American bank was a system tester
after he graduated with a degree in history. Testers have no access to source code and
have only the access right to run executive code.

What happens when program flaws are revealed in system integration testing? The
programming manager is informed and the programs are sent back to the authors or
reassigned to be fixed. The programs then have to go through programmers’ own testing
and peer testing before returning to the test library for system integration testing. In other
words, a flawed program has to go back to square one instead of being corrected midway
in the process (which is dangerous because the correction will then tend to be haphazard).

Where do the change control coordinators work? They are part of the Quality Assurance
area.

User Acceptance Test Library

After system integration testing, the system changes are subjected to user acceptance
testing (UAT). The testers are user representatives. This is the last phase of the iterative
test cycle. It is a little less time consuming and extensive than system integration testing
because at this stage, the system changes have been tested exhaustively in terms of
reliability. UAT will repeat the functional tests in a smaller scale, e.g., using less
extensive test data. In addition, it will include testing for system performance efficiency,
user friendliness as well as comprehensiveness of the system reports and user procedures.

Only the change control coordinator should have the access right to move programs into
the UAT library. No one else should have update access to the programs. What happens
when program flaws are revealed in UAT? The programming manager should be notified
and the programs are sent back to the authors or reassigned to be fixed. The programs
then have to go through programmers’ own testing, peer testing and SIT before returning
to UAT. Testers have no access to source code and have only the access right to run
object code but not to update object code.
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Production Library

Once programs are signed off by users as having passed UAT, they are ready for
implementation. A change control coordinator will move these programs from UAT to
the production library. No one else should have update access to the production library.
The production library consists of programs that are used in transaction processing, i.e.,
live programs. Because of the importance of the production library, movement into this
library should require two change control coordinators, i.e., the change management
system should require dual logon to implement any change. Even though this library
contains programs used in transaction processing, it is offline. A copy of the approved
and linked object code is moved to the transaction processing servers for live operation.

Movement of Source Code and Object Code?

A common question is whether the source code only or the object code only should be
moved between libraries or both? Let’s explore the pros and cons of these three options.

Option 1: Moving Source Code Only — This means that the source code has to be
recompiled in the destination library because in order for the programs to be
used for testing, they have to operate in a computer (machine) language.

Option 2: Moving the Object Code Only — There is no recompilation needed.

Option 3: Moving Both Object Code and Source Code — There is no recompilation
needed.

On surface, option 1 seems to be the least desirable.

Even though source code, if everything goes well, is not needed in the common
development, SIT and UAT libraries, it is needed in the production library. This is
because when a programmer begins working on a changed request, s/he needs the current
source code, which resides in the production library. The production library consists of
programs that have been fully signed off and are working. This is the official version of
the programs. Therefore, to maintain continuity and ensure completeness of transferring
programs at each stage, source code should be moved between libraries throughout the
cycle. Now option 2 does not look attractive. Further, when testing reveals a program
bug, the software change management system will need the associated source code to tell
the change control coordinator which source programs have to be fixed. So it is important
to have source code in all libraries.

Option 3 moves the source code and object code between libraries. This introduces the
risk of source code not compatible with object code because the wrong versions were
moved. For example, the change control coordinator may have moved version 3 of object
code but version 2 of source code. Moving is prone to losing things.
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Under option 1, although only the source code is moved between libraries, object code
can be created in each library by compiling from the source code. This ensures that object
code is compatible with the source code. Option 1 seems to be the most desirable method
to ensure synchronization between source code and object code. However, one would
argue that if the wrong version of source code is moved, the compiled object code will be
wrong. Well, let’s adopt another option, option 4, which is the safest.

Option 4 — Move the source code and the object code to the next library. Once moved,
recompile the source code and compare the compiled object code with the moved object
code. This will make sure the correct versions of source code and object code have been
moved.

Software Change Environments

For each library discussed above, there should be a hardware environment. The purpose
of the environment is to hold the library and restrict access. In a large organization like a
bank, an environment may be a data center. In smaller organizations, it may be local area
network or even just a server.

Emergency Changes

Emergency system changes are inevitable. A common purpose is to fix a system problem
to prevent or avoid prolonged outage. There is usually not enough time for the rigorous
testing or documentation of testing normally performed. It is important that emergency
changes be thoroughly tested after implementation and documentation should be brought
up to date. To ensure that emergency changes are properly documented, tested and
approved, the change management system should track these changes and report to the
appropriate manager for actions. In fact, today’s change management systems should
automate documentation in terms of version control and audit trail as much as possible
and prevent alteration or deletion of the audit trail. It should also send automated
notifications to management and the quality assurance department. Emergency changes
should require a special ID to implement and there should be automated reporting to
management to check the adequacy of subsequent documentation and testing. The use of
this ID must be highly restricted which requires a different password for each use.

Source Code and Object Code Comparison

Periodically, IT management should use software tools to compare the current source
code with the backup or with yesterday’s source code to identify changes. Changes
should then be reconciled to the approval audit trail. Both source code and object code
can be compared between versions. Source code comparison is more informative as it is
easier to for programmers to identify the changes. Object code comparison is more
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reliable because object code is closer to executable code. If an organization does not have
the source code, such as using SAP, an integrated accounting system purchased from a
software vendor, it should still perform object code or executable code comparison.

ACCESS CONTROLS

Access controls are increasingly important as organizations expand their use of eBusiness
and open their networks to business partners. Organizations need to secure access to the
computing environments and specific systems. Access controls support software change
controls and organizational controls such as segregation of duties because for example,
without access controls, a programmer can install programs without approval. Access

controls can be general in nature or specific to applications. Many techniques are equally
applicable in a general scope and a specific environment, e.g., a password can restrict
access to the general network, another password can be used to access the payroll system.

Physical Access Controls

In spite of the increasing use of technology in all organizations, basic physical security is
still important. In fact, it is becoming more and more important as computing devices are
smaller and can hold a growing quantity of data. Here are some examples of key physical
access controls.

e A system to record access.

e Access cards

Access control procedures for premises that house hardware or software.

Biometrics for granting physical access

Fire and flood protection.

Locks for portable hardware.

Mantraps

Restricted zones within a building

Security guards

Unmarked data centers.

Video surveillance for multiple levels of access restriction for sever rooms and data
centers.

Information Access Controls
Here are some examples of key information access controls. Information access controls

take the form of policies, procedures, independent review and software functions. The
last category is also called logical access controls.
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e An information security policy that defines accountability and responsibilities.
e A process for assessing t