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Figure 2.14 A simplified model of photometric image formation. Light is emitted by one
or more light sources and is then reflected from an object’s surface. A portion of this light is
directed towards the camera. This simplified model ignores multiple reflections, which often
occur in real-world scenes.

wavelengths L(�). The intensity of a light source falls off with the square of the distance
between the source and the object being lit, because the same light is being spread over a
larger (spherical) area. A light source may also have a directional falloff (dependence), but
we ignore this in our simplified model.

Area light sources are more complicated. A simple area light source such as a fluorescent
ceiling light fixture with a diffuser can be modeled as a finite rectangular area emitting light
equally in all directions (Cohen and Wallace 1993; Sillion and Puech 1994; Glassner 1995).
When the distribution is strongly directional, a four-dimensional lightfield can be used instead
(Ashdown 1993).

A more complex light distribution that approximates, say, the incident illumination on an
object sitting in an outdoor courtyard, can often be represented using an environment map
(Greene 1986) (originally called a reflection map (Blinn and Newell 1976)). This representa-
tion maps incident light directions v̂ to color values (or wavelengths, �),

L(v̂;�), (2.80)

and is equivalent to assuming that all light sources are at infinity. Environment maps can be
represented as a collection of cubical faces (Greene 1986), as a single longitude–latitude map
(Blinn and Newell 1976), or as the image of a reflecting sphere (Watt 1995). A convenient
way to get a rough model of a real-world environment map is to take an image of a reflective
mirrored sphere and to unwrap this image onto the desired environment map (Debevec 1998).
Watt (1995) gives a nice discussion of environment mapping, including the formulas needed
to map directions to pixels for the three most commonly used representations.
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Illumination
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❖ Computer vision theory is often developed 
with the assumption of a point light source at 
infinity. 

❖ But even the sun has a finite extent (about 0.5 
deg visual angle) 

❖ Typical visual environments have more 
complex illumination
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Measuring the Light Field

!3

❖ The light field at a point can be measured by 

๏ Taking calibrated photos of a spherical  mirror 

๏ Using a spherical camera

Spheron HDR Spherical Camera

e.g., Southampton-York Natural Scenes Dataset 

https://syns.soton.ac.uk


EECS 4422/5323 Computer Vision J. Elder

The BRDF 
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❖ The bidirectional reflectance distribution function (BRDF) describes the proportion of 
light coming from each incident direction that is redirected to each reflected direction, 
as a function of wavelength. 

❖ the BRDF is reciprocal (can exchange the incident and reflected directions).

62 Computer Vision: Algorithms and Applications (September 3, 2010 draft)

n̂

vi

dx

n̂ vr

^

dy^θi

φi
φr

θr
^

^

(a) (b)

Figure 2.15 (a) Light scatters when it hits a surface. (b) The bidirectional reflectance
distribution function (BRDF) f(✓i, �i, ✓r, �r) is parameterized by the angles that the inci-
dent, v̂i, and reflected, v̂r, light ray directions make with the local surface coordinate frame
(d̂x, d̂y, n̂).

2.2.2 Reflectance and shading

When light hits an object’s surface, it is scattered and reflected (Figure 2.15a). Many different
models have been developed to describe this interaction. In this section, we first describe the
most general form, the bidirectional reflectance distribution function, and then look at some
more specialized models, including the diffuse, specular, and Phong shading models. We also
discuss how these models can be used to compute the global illumination corresponding to a
scene.

The Bidirectional Reflectance Distribution Function (BRDF)

The most general model of light scattering is the bidirectional reflectance distribution func-
tion (BRDF).5 Relative to some local coordinate frame on the surface, the BRDF is a four-
dimensional function that describes how much of each wavelength arriving at an incident
direction v̂i is emitted in a reflected direction v̂r (Figure 2.15b). The function can be written
in terms of the angles of the incident and reflected directions relative to the surface frame as

fr(✓i, �i, ✓r, �r;�). (2.81)

The BRDF is reciprocal, i.e., because of the physics of light transport, you can interchange
the roles of v̂i and v̂r and still get the same answer (this is sometimes called Helmholtz
reciprocity).

5 Actually, even more general models of light transport exist, including some that model spatial variation along
the surface, sub-surface scattering, and atmospheric effects—see Section 12.7.1—(Dorsey, Rushmeier, and Sillion
2007; Weyrich, Lawrence, Lensch et al. 2008).

θi = elevation of incident light
φi = azimuth of incident light
θr = elevation of reflected light
φr = azimuth of reflected light
λ =  wavelength
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2.2.2 Reflectance and shading

When light hits an object’s surface, it is scattered and reflected (Figure 2.15a). Many different
models have been developed to describe this interaction. In this section, we first describe the
most general form, the bidirectional reflectance distribution function, and then look at some
more specialized models, including the diffuse, specular, and Phong shading models. We also
discuss how these models can be used to compute the global illumination corresponding to a
scene.

The Bidirectional Reflectance Distribution Function (BRDF)

The most general model of light scattering is the bidirectional reflectance distribution func-
tion (BRDF).5 Relative to some local coordinate frame on the surface, the BRDF is a four-
dimensional function that describes how much of each wavelength arriving at an incident
direction v̂i is emitted in a reflected direction v̂r (Figure 2.15b). The function can be written
in terms of the angles of the incident and reflected directions relative to the surface frame as

fr(✓i, �i, ✓r, �r;�). (2.81)

The BRDF is reciprocal, i.e., because of the physics of light transport, you can interchange
the roles of v̂i and v̂r and still get the same answer (this is sometimes called Helmholtz
reciprocity).

5 Actually, even more general models of light transport exist, including some that model spatial variation along
the surface, sub-surface scattering, and atmospheric effects—see Section 12.7.1—(Dorsey, Rushmeier, and Sillion
2007; Weyrich, Lawrence, Lensch et al. 2008).
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The BRDF 
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❖ For isotropic surfaces:
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2.2.2 Reflectance and shading

When light hits an object’s surface, it is scattered and reflected (Figure 2.15a). Many different
models have been developed to describe this interaction. In this section, we first describe the
most general form, the bidirectional reflectance distribution function, and then look at some
more specialized models, including the diffuse, specular, and Phong shading models. We also
discuss how these models can be used to compute the global illumination corresponding to a
scene.

The Bidirectional Reflectance Distribution Function (BRDF)

The most general model of light scattering is the bidirectional reflectance distribution func-
tion (BRDF).5 Relative to some local coordinate frame on the surface, the BRDF is a four-
dimensional function that describes how much of each wavelength arriving at an incident
direction v̂i is emitted in a reflected direction v̂r (Figure 2.15b). The function can be written
in terms of the angles of the incident and reflected directions relative to the surface frame as

fr(✓i, �i, ✓r, �r;�). (2.81)

The BRDF is reciprocal, i.e., because of the physics of light transport, you can interchange
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Most surfaces are isotropic, i.e., there are no preferred directions on the surface as far
as light transport is concerned. (The exceptions are anisotropic surfaces such as brushed
(scratched) aluminum, where the reflectance depends on the light orientation relative to the
direction of the scratches.) For an isotropic material, we can simplify the BRDF to

fr(✓i, ✓r, |�r � �i|;�) or fr(v̂i, v̂r, n̂;�), (2.82)

since the quantities ✓i, ✓r and �r � �i can be computed from the directions v̂i, v̂r, and n̂.
To calculate the amount of light exiting a surface point p in a direction v̂r under a given

lighting condition, we integrate the product of the incoming light Li(v̂i;�) with the BRDF
(some authors call this step a convolution). Taking into account the foreshortening factor
cos

+ ✓i, we obtain

Lr(v̂r;�) =

Z
Li(v̂i;�)fr(v̂i, v̂r, n̂;�) cos

+ ✓i dv̂i, (2.83)

where
cos

+ ✓i = max(0, cos ✓i). (2.84)

If the light sources are discrete (a finite number of point light sources), we can replace the
integral with a summation,

Lr(v̂r;�) =

X

i

Li(�)fr(v̂i, v̂r, n̂;�) cos
+ ✓i. (2.85)

BRDFs for a given surface can be obtained through physical modeling (Torrance and
Sparrow 1967; Cook and Torrance 1982; Glassner 1995), heuristic modeling (Phong 1975), or
through empirical observation (Ward 1992; Westin, Arvo, and Torrance 1992; Dana, van Gin-
neken, Nayar et al. 1999; Dorsey, Rushmeier, and Sillion 2007; Weyrich, Lawrence, Lensch
et al. 2008).6 Typical BRDFs can often be split into their diffuse and specular components,
as described below.

Diffuse reflection

The diffuse component (also known as Lambertian or matte reflection) scatters light uni-
formly in all directions and is the phenomenon we most normally associate with shading,
e.g., the smooth (non-shiny) variation of intensity with surface normal that is seen when ob-
serving a statue (Figure 2.16). Diffuse reflection also often imparts a strong body color to
the light since it is caused by selective absorption and re-emission of light inside the object’s
material (Shafer 1985; Glassner 1995).

6 See http://www1.cs.columbia.edu/CAVE/software/curet/ for a database of some empirically sampled BRDFs.

To calculate amount of light exiting a surface point p in direction v̂r ,
integrate product of incoming light Li v̂i;λ( )  with the BRDF, 
taking into account the foreshortening of the illuminant:
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Diffuse (Lambertian, Matte) Reflection
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❖ The diffuse component of the BRDF scatters light 
uniformly, giving rise to Lambertian shading. 

❖ Colour of reflected light greatly influenced by material 

❖ The amount of light reflected still depends upon the 
incident elevation angle due to the foreshortening factor
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Figure 2.16 This close-up of a statue shows both diffuse (smooth shading) and specular
(shiny highlight) reflection, as well as darkening in the grooves and creases due to reduced
light visibility and interreflections. (Photo courtesy of the Caltech Vision Lab, http://www.
vision.caltech.edu/archive.html.)

While light is scattered uniformly in all directions, i.e., the BRDF is constant,

fd(v̂i, v̂r, n̂;�) = fd(�), (2.86)

the amount of light depends on the angle between the incident light direction and the surface
normal ✓i. This is because the surface area exposed to a given amount of light becomes larger
at oblique angles, becoming completely self-shadowed as the outgoing surface normal points
away from the light (Figure 2.17a). (Think about how you orient yourself towards the sun or
fireplace to get maximum warmth and how a flashlight projected obliquely against a wall is
less bright than one pointing directly at it.) The shading equation for diffuse reflection can
thus be written as

Ld(v̂r;�) =

X

i

Li(�)fd(�) cos
+ ✓i =

X

i

Li(�)fd(�)[v̂i · n̂]
+, (2.87)

where
[v̂i · n̂]

+
= max(0, v̂i · n̂). (2.88)

Specular reflection

The second major component of a typical BRDF is specular (gloss or highlight) reflection,
which depends strongly on the direction of the outgoing light. Consider light reflecting off a
mirrored surface (Figure 2.17b). Incident light rays are reflected in a direction that is rotated
by 180

� around the surface normal n̂. Using the same notation as in Equations (2.29–2.30),
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We now move to third part of the course where we will be concerned mostly with what intensity
values to put at each pixel in an image. We will begin with a few simple models of lighting and
surface reflectance. I discussed these qualitatively, and then gave a more detailed quantitative
description of the model.
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(OpenGL)

Light sources and illumination

You know what light sources are you probably have not thought about how to model them. Think
about the sun vs. a lamp vs. a spotlight vs. the sky. All of these are light sources, but each
illuminates the scene in its own way.

Sunlight (Parallel source, “point source at infinity”)

Typical lighting models account for the directionality of lighting, namely that light travels along
rays. One simple model of directional lighting is the parallel source. According to this model, any
light ray that arrives at a surface point x comes from a single direction. We typically say l is the
direction to the source and often it is a unit vector. We can think of this as a “sunny day” model.
Since the sun is far away, all rays from the sun that reach the earth can be treated as parallel to
each other.
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Figure 2.17 (a) The diminution of returned light caused by foreshortening depends on v̂i ·n̂,
the cosine of the angle between the incident light direction v̂i and the surface normal n̂. (b)
Mirror (specular) reflection: The incident light ray direction v̂i is reflected onto the specular
direction ŝi around the surface normal n̂.

we can compute the specular reflection direction ŝi as

ŝi = vk � v? = (2n̂n̂T � I)vi. (2.89)

The amount of light reflected in a given direction v̂r thus depends on the angle ✓s =

cos
�1

(v̂r · ŝi) between the view direction v̂r and the specular direction ŝi. For example, the
Phong (1975) model uses a power of the cosine of the angle,

fs(✓s;�) = ks(�) cos
ke ✓s, (2.90)

while the Torrance and Sparrow (1967) micro-facet model uses a Gaussian,

fs(✓s;�) = ks(�) exp(�c2
s
✓2

s
). (2.91)

Larger exponents ke (or inverse Gaussian widths cs) correspond to more specular surfaces
with distinct highlights, while smaller exponents better model materials with softer gloss.

Phong shading

Phong (1975) combined the diffuse and specular components of reflection with another term,
which he called the ambient illumination. This term accounts for the fact that objects are
generally illuminated not only by point light sources but also by a general diffuse illumination
corresponding to inter-reflection (e.g., the walls in a room) or distant sources, such as the
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Johann Heinrich Lambert (1728–1777)
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Specular (Mirror) Reflection
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❖ Specular reflection direction: 180 deg rotation 
around surface normal.
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we can compute the specular reflection direction ŝi as

ŝi = vk � v? = (2n̂n̂T � I)vi. (2.89)

The amount of light reflected in a given direction v̂r thus depends on the angle ✓s =

cos
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(v̂r · ŝi) between the view direction v̂r and the specular direction ŝi. For example, the
Phong (1975) model uses a power of the cosine of the angle,
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Larger exponents ke (or inverse Gaussian widths cs) correspond to more specular surfaces
with distinct highlights, while smaller exponents better model materials with softer gloss.

Phong shading

Phong (1975) combined the diffuse and specular components of reflection with another term,
which he called the ambient illumination. This term accounts for the fact that objects are
generally illuminated not only by point light sources but also by a general diffuse illumination
corresponding to inter-reflection (e.g., the walls in a room) or distant sources, such as the
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Figure 2.5 Rotation around an axis n̂ by an angle ✓.

2.1.4 3D rotations

The biggest difference between 2D and 3D coordinate transformations is that the parameter-
ization of the 3D rotation matrix R is not as straightforward but several possibilities exist.

Euler angles

A rotation matrix can be formed as the product of three rotations around three cardinal axes,
e.g., x, y, and z, or x, y, and x. This is generally a bad idea, as the result depends on the
order in which the transforms are applied. What is worse, it is not always possible to move
smoothly in the parameter space, i.e., sometimes one or more of the Euler angles change
dramatically in response to a small change in rotation.1 For these reasons, we do not even
give the formula for Euler angles in this book—interested readers can look in other textbooks
or technical reports (Faugeras 1993; Diebel 2006). Note that, in some applications, if the
rotations are known to be a set of uni-axial transforms, they can always be represented using
an explicit set of rigid transformations.

Axis/angle (exponential twist)

A rotation can be represented by a rotation axis n̂ and an angle ✓, or equivalently by a 3D
vector ! = ✓n̂. Figure 2.5 shows how we can compute the equivalent rotation. First, we
project the vector v onto the axis n̂ to obtain

vk = n̂(n̂ · v) = (n̂n̂T
)v, (2.29)

which is the component of v that is not affected by the rotation. Next, we compute the
perpendicular residual of v from n̂,

v? = v � vk = (I � n̂n̂T
)v. (2.30)

1 In robotics, this is sometimes referred to as gimbal lock.
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Mirror (specular) reflection: The incident light ray direction v̂i is reflected onto the specular
direction ŝi around the surface normal n̂.

we can compute the specular reflection direction ŝi as

ŝi = vk � v? = (2n̂n̂T � I)vi. (2.89)

The amount of light reflected in a given direction v̂r thus depends on the angle ✓s =

cos
�1

(v̂r · ŝi) between the view direction v̂r and the specular direction ŝi. For example, the
Phong (1975) model uses a power of the cosine of the angle,

fs(✓s;�) = ks(�) cos
ke ✓s, (2.90)

while the Torrance and Sparrow (1967) micro-facet model uses a Gaussian,

fs(✓s;�) = ks(�) exp(�c2
s
✓2

s
). (2.91)

Larger exponents ke (or inverse Gaussian widths cs) correspond to more specular surfaces
with distinct highlights, while smaller exponents better model materials with softer gloss.

Phong shading

Phong (1975) combined the diffuse and specular components of reflection with another term,
which he called the ambient illumination. This term accounts for the fact that objects are
generally illuminated not only by point light sources but also by a general diffuse illumination
corresponding to inter-reflection (e.g., the walls in a room) or distant sources, such as the
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❖ Recall:

❖ Thus

Amount of light reflected in direction v̂r  depends on angle θ s = cos−1 v̂r ⋅ ŝi( ).
e.g., Phong model:
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ke =
Colour Sharpness
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Phong Shading
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❖ The full Phong model combines diffuse and specular components contributed by the 
main illuminant with an ambient term that attempts to account for all other light 
incident upon the surface from other parts of the scene (sky, walls, etc.)

Bui Tuong Phong (1942-1975)
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Figure 2.18 Cross-section through a Phong shading model BRDF for a fixed incident illu-
mination direction: (a) component values as a function of angle away from surface normal;
(b) polar plot. The value of the Phong exponent ke is indicated by the “Exp” labels and the
light source is at an angle of 30

� away from the normal.

blue sky. In the Phong model, the ambient term does not depend on surface orientation, but
depends on the color of both the ambient illumination La(�) and the object ka(�),

fa(�) = ka(�)La(�). (2.92)

Putting all of these terms together, we arrive at the Phong shading model,

Lr(v̂r;�) = ka(�)La(�) + kd(�)

X

i

Li(�)[v̂i · n̂]
+

+ ks(�)

X

i

Li(�)(v̂r · ŝi)
ke . (2.93)

Figure 2.18 shows a typical set of Phong shading model components as a function of the
angle away from the surface normal (in a plane containing both the lighting direction and the
viewer).

Typically, the ambient and diffuse reflection color distributions ka(�) and kd(�) are the
same, since they are both due to sub-surface scattering (body reflection) inside the surface
material (Shafer 1985). The specular reflection distribution ks(�) is often uniform (white),
since it is caused by interface reflections that do not change the light color. (The exception
to this are metallic materials, such as copper, as opposed to the more common dielectric
materials, such as plastics.)

The ambient illumination La(�) often has a different color cast from the direct light
sources Li(�), e.g., it may be blue for a sunny outdoor scene or yellow for an interior lit
with candles or incandescent lights. (The presence of ambient sky illumination in shadowed
areas is what often causes shadows to appear bluer than the corresponding lit portions of a
scene). Note also that the diffuse component of the Phong model (or of any shading model)
depends on the angle of the incoming light source v̂i, while the specular component depends
on the relative angle between the viewer vr and the specular reflection direction ŝi (which
itself depends on the incoming light direction v̂i and the surface normal n̂).

Ambient Diffuse Specular 

NB:  I can’t make sense of Fig. 2.18:  please ignore.

ka λ( )  !  kd λ( )  (both due to sub-surface scatter).

ks λ( )  !  constant, thus specularity assumes colour of illuminant.

❖ Typically:

La λ( ) ≠ Li λ( )
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Ray Tracing
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❖ The Phong model assumes a finite number of discrete light sources. 

❖ Light emitted by these sources bounces off the surface and into the camera. 

❖ In reality, some of these sources may be shadowed by other objects, and the surface is 
generally also illuminated by inter-reflections (multiple bounces) 

❖ Two approaches, depending on nature of scene: 

๏ If mostly specular, use ray tracing: 

✦ Follow each ray from camera across multiple bounces toward light sources 

๏ If mostly matte, use radiosity: 

✦ Model light interchanged between all pairs of surface patches, and then solve as linear system 
with light sources as forcing function.

5

Relationship between shadows and interreflections. Though historically ignored,

the interaction of light with objects results in a number of subtle illumination effects

which may be useful cues for surface attributes and relations. As noted above, cast

shadows are effective in determining the 3D layout of a scene, and other studies are

finding shadows play a role in object recognition [1,2,6]  Interreflection is another effect

that is closely related to shadows [7]. Consider the intersection of two surfaces  (figure

3).
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Optics
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❖ In Lecture 2.1, we treated projection to the image using a pinhole camera model.

❖ To account for focus, aperture, aberrations etc. we need to elaborate this model.
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Thin Lens Model
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❖ f = focal length 

❖ W = sensor width 

❖ z0 = distance from optical centre to object 

❖ zi = distance from optical centre to where focused image of object is formed 

❖ d = aperture 

❖ c = circle of confusion

2.2 Photometric image formation 69
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Figure 2.19 A thin lens of focal length f focuses the light from a plane a distance zo in front
of the lens at a distance zi behind the lens, where 1

zo

+
1
zi

=
1
f

. If the focal plane (vertical
gray line next to c) is moved forward, the images are no longer in focus and the circle of
confusion c (small thick line segments) depends on the distance of the image plane motion
�zi relative to the lens aperture diameter d. The field of view (f.o.v.) depends on the ratio
between the sensor width W and the focal length f (or, more precisely, the focusing distance
zi, which is usually quite close to f ).

ration, we need to develop a more sophisticated model, which is where the study of optics
comes in (Möller 1988; Hecht 2001; Ray 2002).

Figure 2.19 shows a diagram of the most basic lens model, i.e., the thin lens composed
of a single piece of glass with very low, equal curvature on both sides. According to the
lens law (which can be derived using simple geometric arguments on light ray refraction), the
relationship between the distance to an object zo and the distance behind the lens at which a
focused image is formed zi can be expressed as

1

zo

+
1

zi

=
1

f
, (2.96)

where f is called the focal length of the lens. If we let zo !1, i.e., we adjust the lens (move
the image plane) so that objects at infinity are in focus, we get zi = f , which is why we can
think of a lens of focal length f as being equivalent (to a first approximation) to a pinhole a
distance f from the focal plane (Figure 2.10), whose field of view is given by (2.60).

If the focal plane is moved away from its proper in-focus setting of zi (e.g., by twisting
the focus ring on the lens), objects at zo are no longer in focus, as shown by the gray plane in
Figure 2.19. The amount of mis-focus is measured by the circle of confusion c (shown as short
thick blue line segments on the gray plane).7 The equation for the circle of confusion can be
derived using similar triangles; it depends on the distance of travel in the focal plane �zi

relative to the original focus distance zi and the diameter of the aperture d (see Exercise 2.4).
7 If the aperture is not completely circular, e.g., if it is caused by a hexagonal diaphragm, it is sometimes possible

to see this effect in the actual blur function (Levin, Fergus, Durand et al. 2007; Joshi, Szeliski, and Kriegman 2008)
or in the “glints” that are seen when shooting into the sun.

❖ Assume low-curvature, symmetric, convex spherical lens
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Lens Equation
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❖ If the sensor plane does not lie at zi, a point on the object 
will be imaged as a blurred disk ( the circle of confusion c). 

❖ Allowable depth variation that limits this blur to an 
acceptable level called the depth of field. 

❖ Depth of field increases with larger apertures and longer 
viewing distances.
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ration, we need to develop a more sophisticated model, which is where the study of optics
comes in (Möller 1988; Hecht 2001; Ray 2002).
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where f is called the focal length of the lens. If we let zo !1, i.e., we adjust the lens (move
the image plane) so that objects at infinity are in focus, we get zi = f , which is why we can
think of a lens of focal length f as being equivalent (to a first approximation) to a pinhole a
distance f from the focal plane (Figure 2.10), whose field of view is given by (2.60).

If the focal plane is moved away from its proper in-focus setting of zi (e.g., by twisting
the focus ring on the lens), objects at zo are no longer in focus, as shown by the gray plane in
Figure 2.19. The amount of mis-focus is measured by the circle of confusion c (shown as short
thick blue line segments on the gray plane).7 The equation for the circle of confusion can be
derived using similar triangles; it depends on the distance of travel in the focal plane �zi

relative to the original focus distance zi and the diameter of the aperture d (see Exercise 2.4).
7 If the aperture is not completely circular, e.g., if it is caused by a hexagonal diaphragm, it is sometimes possible

to see this effect in the actual blur function (Levin, Fergus, Durand et al. 2007; Joshi, Szeliski, and Kriegman 2008)
or in the “glints” that are seen when shooting into the sun.

Note that lim
z0→∞

zi = f .
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Figure 2.20 Regular and zoom lens depth of field indicators.

The allowable depth variation in the scene that limits the circle of confusion to an accept-
able number is commonly called the depth of field and is a function of both the focus distance
and the aperture, as shown diagrammatically by many lens markings (Figure 2.20). Since this
depth of field depends on the aperture diameter d, we also have to know how this varies with
the commonly displayed f-number, which is usually denoted as f/# or N and is defined as

f/# = N =
f

d
, (2.97)

where the focal length f and the aperture diameter d are measured in the same unit (say,
millimeters).

The usual way to write the f-number is to replace the # in f/# with the actual number,
i.e., f/1.4, f/2, f/2.8, . . . , f/22. (Alternatively, we can say N = 1.4, etc.) An easy way to
interpret these numbers is to notice that dividing the focal length by the f-number gives us the
diameter d, so these are just formulas for the aperture diameter.8

Notice that the usual progression for f-numbers is in full stops, which are multiples of
p

2,
since this corresponds to doubling the area of the entrance pupil each time a smaller f-number
is selected. (This doubling is also called changing the exposure by one exposure value or EV.
It has the same effect on the amount of light reaching the sensor as doubling the exposure
duration, e.g., from 1/125 to 1/250, see Exercise 2.5.)

Now that you know how to convert between f-numbers and aperture diameters, you can
construct your own plots for the depth of field as a function of focal length f , circle of
confusion c, and focus distance zo, as explained in Exercise 2.4 and see how well these match
what you observe on actual lenses, such as those shown in Figure 2.20.

Of course, real lenses are not infinitely thin and therefore suffer from geometric aber-
rations, unless compound elements are used to correct for them. The classic five Seidel
aberrations, which arise when using third-order optics, include spherical aberration, coma,
astigmatism, curvature of field, and distortion (Möller 1988; Hecht 2001; Ray 2002).

8 This also explains why, with zoom lenses, the f-number varies with the current zoom (focal length) setting.

f-number (f-stop) = f / d.
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Chromatic Aberration
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❖ Index of refraction of glass varies slightly as a function of 
wavelength. 

❖ As a result, different wavelengths focus at slightly 
different distances. 

❖ To reduce aberrations, most photographic lenses are 
compound lenses using multiple elements.


